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Gap Formation and Interfacial
Heat Transfer Between
Thermoelastic Bodies in

*555 | Imperfect Contact

Mem. ASME

In this paper, the integration scheme is employed to solve a coupling problem of transient

C. R. Qu heat conduction and displacement due to thermal deformation. Based on the resulting

Department of Power Mechanical Engingering, gﬂsplacement, gap or contact pressure on the |nterface of two thermqelastlc podles in
National Tsing-Hua University imperfect contact is estimated. Such mform_atlon is then l_Jsed to determine the interfacial
; o heat transfer between the two thermoelastic bodies. This again affects the temperature

Hsinchu 30043, Taiwan S -

distribution and thus the thermal deformation. In the course of heat transfer and thermal

deformation, effect of thermal rectification also is taken into account. Numerical solutions

of transient and steady-state quantities including gap formation, normal stress, and tem-

perature are demonstrated for a pair of stainless steel and aluminum with conforming

shapes. Such an analysis of conduction-deformation interaction based on a finite-

difference-like scheme has not been studied in the p3OI: 10.1115/1.1338133

Keywords: Contact Resistance, Finite Difference, Heat Transfer, Stress, Transient

Introduction remarked by Madhusudana and Fletcliegf], during first loading,
the actual contact area is formed by the elastoplastic deformation

Gap formation or a great decrease in the contact pressure du%ft%sperities on the contact surfaces coupled with the elastic de-

thermal deformation of conforming bodies in contact is encouts . ; - :
; ) ; ormation of the large-scale irregularities and the underlying ma-
tered in many industrial cases. Duplex heat exchanger {uh2$ L g 9 ying

d . P | h erials. During the unloading, the reduction of the actual contact
and casting system8—5| are some of the examples. Thermal o5 s due only to the elastic recovery of both the asperities and

deformatipn doe_s not significantly affect the thermal conquctivi%e bulk sublayers. This seems to be a good explanation for the
of the solid bodl_es. However, it could cause gap formation or {iermal hysteresis.

great decrease in the contact pressure that would lead to a larggne so-called thermal rectification refers to a particular physical
thermal resistance across the interface. Such a thermal resistasitghomenon that the thermal contact resistance between bodies A
might even dominate the entire heat transfer process when bgi{yy B might depend on the heat transfer direction, from A to B or
contact bodies are good thermal conductors and/or the intlom B to A. The thermal rectification was first noted by Starr
stitial gaseous(or vacuum) medium has a very low thermal[18]. Subsequent experimental observatifi®;19,20]and theo-
conductivity. retical analysi$20—22 confirmed its existence for dissimilar ma-

In conventional studiege.g., Barry and Goodlin¢6], Tzong terials in contact. For similar materials, lower thermal contact re-
and Lee[7]), the interface thermal resistance is usually assignegstance was observed with heat flux from a rough surface to a
as a constant due to the lack of reliable information. Some invesmooth surfacg16,20]. Although the reasoning has not yet been
tigators estimated the interface thermal resistance with the methesmpletely understood, the thermal rectification is generally rec-
of inverse heat conductiof5] or an assumption of free thermalognized to arise from thermal distortion of contact surfaces
expansiori8]. To resolve the problem, some efforts were made Ky 3,17,20,23].
measuring the gap formation direcf,5]and indirectly[3]. Un- The experimental results of Padgett and Fletdiéx] suggest
fortunately, it does not seem possible to develop an empiridhlat the interfacial heat transfer is dominated by the contact pres-
correlation for estimation of gap distribution from the very limitedsure for surfaces in imperfect contact. Similarly, the gap width
measured data. would become the dominator when the surfaces are separate. To

The thermophysical phenomena between two contact/separfaa@dle such a coupling problem of thermal deformation and heat
bodies are very complex. For separate surfaces with a very snigdinsfer, Song et al[24] developed a coupled finite element
gap or contact surfaces with surface roughness, theodel to simulate a metal casting process. Gap formation in the
Smolukhovskii effect on the thermal conductivity of the interstimold-casting interface was formulated by using an interface ele-
tial gaseous medium could be considerdBle14]. Such an effect ment without considering the thermal rectification effect. Huang
arises from the influence of the solid “wall” on the mean freeet al.[8] estimated the gap width on the mold-casting interface for
path of the gas molecules. In addition, experimental studies e@-casting system with the assumption of free thermal expansion.
dence the thermal hysteresis and rectification phenomena in thEe stress in the entire mold-casting system was assumed zero
mal contact resistance for bodies in imperfect contact. such that no stress analysis was performed. The purpose of the

For a joint subjected to a cyclic loading, Clausing and Cha@esent work is to demonstrate a simple numerical procedure for
[15]and Thomas and Probéft0] observed the thermal hysteresisStudy of gap formation and interfacial heat transfer on the inter-
that the thermal contact resistance during unloading is usualf® of two thermoelastic bodies in contact. The integration

lower than the corresponding values during the first loading. A&heme for displacement-stress analf/2&s]is employed to solve
the gap formation and contact pressure. The interfacial thermal

Contributed by the Heat Transfer Division for publication in tHJRNAL OF resistance across the conforming surfaces is then determined from

HEAT TRANSFER Manuscript received by the Heat Transfer Division January 2¢€ computed gap width and contact pressure through the use of
2000; revision received, July 12, 2000. Associate Editor: B. Peterson. the experimental results of thermal rectification from Padgett and
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Fletcher[19]. The temperature distribution is solved with an inte- g E* ov 9 [ E* v AE*y)  (E* @)
gration scheme for energy equati¢f]. Such an analysis of - ——) —(——)=—+—
temperature/deformation interaction based on a finite-difference- oe\1tv og]  an\1tvdn, ¢ I
like scheme has not been studied in the past. ) 9%v
tp* B = (3)
Theoretical Analysis 90 9l a6\ o[ o0
Consider a pair of two-dimensional metals with conforming torrie a_g(Kﬁ_g + %(K%) (4)

surface as shown in Fig. 1. The outer metal is a square stainless
steel 304 of dimensioh XL, while inside is coupled with an 1 v )
aluminum 2024-T4. Both metals are initially at stress-free state ¢=1_,a"(0=0n)— 72l ¢¥= 201%0)’ (5)
and in contact at a zero contact pressure when they have the same

uniform temperaturd;,, . Let the outer surface temperature of the au  dv dv  du

stainless steel be suddenly changedTioat x=0 andT, at x = {9—§+ I (9_5_ I (6)
=L, while the other two side§g/=0 andy=L) are insulated. The kK K
outer surface of the stainless steel is maintained motionless durifige associated boundary conditions are
the entire heat transfer process, while the thermal deformation 0 —o 0 -0 1 -0 1 —o
assumes plain stress. If a plain strain situation is assumed, the! (0.7, 7)=0, v( 7,7)=0, u(lnn=0, v(ln7)=
Young's modull_JsF_ and the Poisson ratipin the folzlowing plain u(¢,0,7)=0, v(£07)=0, u(&17)=0, v(¢£17)=0
stress formulation should be replaced By(1—v<) and v/(1
—v), respectively. 0(0,p,7) =1, 6(17,,7)=0,
After imposing the above assumptions and introducing the di-
mensionless quantities 96(£,0m)9n=0, 96(§,1,7)/9n=0. @)
E X y U v The initial condition is
E¥=—, &=+, 7=+, U=—, v=-—, -
Eef L L L L 0(¢,71,0)= 6;, (8)
T-T, k k t Note that the dimensionless material properties ,@,y,x,a*)
=a(T1—Ty), O==——7—, k=7, T=(— T2 are discontinuous functions across the stainless steel-aluminum
T T2 kref pCp . .
\ ref interface. Their values are
y= pCp p*=i k/pCp ) 1) (E*vVv'}’aKva*):(Es/Eref:Vs1(pcp)s/(pcp)refvks/kreff(a*)s)
(PCp)ret Pref LVE/p/ in stainless steel (9a)
the governing equations can be written[@&25] (E*,v,7,K,@*)=(Ea/Eret, Va,(pCp)al (pCp) 1ot Ka Kret (@) 2)
7 i (9_u) + 7 E* ﬁ_u) = IE"¢) IE™Y) in aluminum, (9b)
dE\1+v 9 dn\1l+vd J J . . .
¢ v o g ven ¢ 7 where the subscripts and a denote quantities of stainless steel
az and aluminum, respectively.
+p* ,3 2 In the course of heat transfer, the stainless steel-aluminum in-
terface could be either separate or in contact with each other at a
contact pressure due to thermal deformation of both metals. Fig-
ure 2 illustrates a pair of schematic conforming surfaces when
1.0 they are in contact at a normal pressure,, or when they are
: SLi:zllirlllléISISHSjtgel separate with a small gap In case they are in contagig. 2(a)),
T the interfacial thermal resistance is expressible as
: = ] T
05 T Rint= (R '+ Ry H) 7%, (10)

) where R,, is the thermal contact resistance of the conforming
surfaces in vacuum, whil®; stands for the thermal resistance
through the interstitial gaseous medium. The two thermal resis-

0.6 tance modes should be modeled in pardligl].
) Experimental data of thermal contact resistafzgare avail-
n able for some particular metals and surface roughh&6s19].
There is also a theory dealing with the thermal resistance through
0.4 Aluminum the interstitial gaseous mediuRy, [9,10], i.e.
e S dS,
Rg_k_g’ / f e+l +1, (11)
n
0.2 ] us wherekg is the thermal conductivity of the interstitial gaseous
Y medium.S,, ande(S,) denote, respectively, the apparent contact
S area of the surfaces and the surface roughness, Whéled|, are
i known as “temperature jump distances” due to the
0.0 Smolukhovskii effect at both surfaces. Note that the equivalent
0.0 0.2 0.4 0.6 0.8 1.0

&

Fig. 1 System description and grids for the two-dimensional
problem

206 / Vol. 123, APRIL 2001

thickness of the interstitial gas defined in Eq.(11) is the volu-
metric reciprocal mean reciprocabmr) value of the surface
roughness. If there is an additional small gajm the interface as
illustrated in Fig. 2(b), it is reasonable to add a thermal resistance
R into Eq. (10) in series for simplicity. This yields

Transactions of the ASME
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Note also that in evaluating the interfacial thermal resistance
Ri¢, contribution of thermal radiation is negligible up to about
600°C[29,33]. In their experimental study on air gap formation in
solidification processes of a pure aluminum and an Al-13.2 % Si
alloy, Nishida et al[4] found that heat conduction was the domi-
nant mode of the interfacial heat transfer across the air gap. Heat
transfer by thermal radiation was negligibly small. Thus, contri-
bution of thermal radiation is neglected in the present study as
suggested by Madhusudana and Flet¢i&1. Nevertheless, vali-
dation of this assumption will be examined later.

Solution Method

In the present study, the displacement E(. and (3) are
solved on a Cartesian grid syster) (»;) as shown in Fig. 1 by
using an integration scheme for displacement-stress angBfsjs
The grid system is arranged such that the stainless steel-aluminum
interface intersects the grid line between two adjacent grid points.
At the locations where gap formss{0), the stainless steel-
aluminum interface is treated as a boundary with free surface
condition(zero traction). Otherwise, the interface will be assumed
perfectly bonded. As demonstrated in Lee and [@b], the dis-
placements on both sides of a separate interface can be accurately
computed from the resulting displacements at the nearest grid
points. This allows the gap on the interface to be evaluated. The
interface will be shifted to the type of contact interface for next
iteration if the gap width becomes negative. Similarly, the normal
stress at a contact interface can be simply estimated with a linear
interpolation from the computed stresses at the nearest grid points
on both sides of the interface. Separate interface will be assumed
for next iteration if the normal stress becomes tensile. For a given
temperature field, the numerical procedure should be iterated
until the solution converges and satisfies the particular require-
ment along the stainless steel-aluminum interface:

o,n=0 and 6=0 for contact interface

(15)
b 6>0 and 0,,=0 for separate interface.
( ) The integration scheme has been proven to produce very accurate
solutions for both displacement and stre45.
Fig. 2 A pair of schematic rough surfaces  (a) in contact, or (b) With a similar manner, the energy E@) is discretized with
when separated the integration scheme for heat transfer analljglsThe resulting

algebraic equation at poi(¢;, »;) can be written in the form
(aw)i,j0i—1j+(ag)ij0i+1jT(ag)i b -1t (an)ijbij+1

Rint=(Rp'+Ry ") "1 +R; (12) +(ap)i0;=(ar)i, (16)

__ (& 1 -1 _ (é&+11 -1
Afif ;dg) ) (aE)i,j:(Agif ;df)
§i-1 &

(7)
-1 — (7411 -1
, (aN)i,j:(Anjf ;dﬂ
7

Ry=dlkq. (13)

The first term on the right-hand-side of E42) should be evalu-

ated at zero contact pressure such that (g) continuously re- _—

duces to Eq(10) when the gap’ diminishes to zero. The use of (ag); = A_”f i Lay

Egs. (12) and (13) will preclude the possibility of resulting an h ) K

unphysical solution remarked by Barbg26], Comninou and

Dundurs[27], and Comninou et aJ28]. (ap)i,j=—(aw)i,j—(ap)ij—(ag)ij—(an)ij— (/A1) (18)
As reported by Madhusudari29], the thermal resistance of (ag)i = —(yIAT)O (19)

interstitial gasR, does not depend on the gas pressure as long as RILI Y 0

the gas pressure is not below 100 t¢t33 kPa). It seems to where

depend mainly on the topography of the interstitial ¢fels. How- AE—& & Am=m

ever, knowledge of both topography of surface roughriesand §=&inm & 7= Mk (20)

temperature jump distancé=1,+1,) is required in the use of the Ne— , , AN — _ )

theory(11). The former depends on the deformation of the asperi- AG=(AgFAG)2 A =(An-1+An)l2.

ties, while the latter is a function af+ 8. Both are very difficult The unsteady termié/dr has been discretized with a fully implicit

to determine. Fortunately, the effect of gas resistaRg®n the Scheme on the time stef7, while the subscript “0” denotes

overall resistanc®; is generally small, especially when the surquantity at the previous time levep=r—Ar.

faces are metallic and/or there is a large gapherefore, Eq(12) Note that the integration in the weighting factdis?) repre-

(aw)i,j=

7j-1

can be practically simplified as sents the thermal resistance between two adjacent grid points.
Hence, the weighting factorag); ; is expressible as
Rint=Rm+R;. (14) fin1 1
Such a simplification has been widely adopted by the previous (aE)i,j=(A§i)’1 f —d&é+Rine (21a)
investigatorge.g.,[1,2,24,30—32]). § K
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L e L L . temperature variation is not known during the time stepwhen
C ] the problem is solved numerically. To achieve a good numerical
8 . stability, the interfacial thermal resistan¢g,; is assumed un-
F ] changed within each time step as described in step 2 of the nu-
7B . merical procedure. Hence, the time step should be sufficiently
. small.
% 6 = o e Padgettand Fletcher (1982) ]
SE equation (25) 3 Results and Discussion
:g - Numerical solutions including the displacementy), the gap
S 4k ] 8, the normal stress,,,, and the temperature are obtained for
x\ E Stainless Steel = Aluminum ] the parameters
o3 — (L,Tin, T1,T»)=(10 cm,50°C,100°C,0°C (22)
E Aluminum —» Stainless Steel E
2 =
1 -
0 T 1 PR B T 0 1 1 1 1 0-05
-15 -10 -5 \
Gun(MPa) 8 (um)

Fig. 3 Interfacial thermal resistance between stainless steel
304 and aluminum 2024-T4

DRint= Rint(Krer/L) (21b)

if a stainless steel-aluminum interface with the interfacial therme
resistanceR;,; occurs in the intervdl¢; &, 1]. For convenience,
the numerical procedure is described as follows:

1 Let the displacementug,vo), the gapd, and the normal
stress ¢,,) o at the stainless steel-aluminum interface are al
zero, andf,= 6, at the initial time levelro=7—A7=0.

2 Estimate the interfacial thermal resistariRg based ond,
and (@nn)o-

3 Solve the energy equatigd) to yield the temperaturé for
the present time levet.

4 From Egs(2) and(3), determine the displacement,{), the
gap 6 and the normal stress,, corresponding to the tem-
peratured for the present time levet.

5 If the present time levet has reached the prescribed time
limit, then stop the computation. Otherwise, ggt= 45 and

(on)o=0nn, and return to step 2.
It should be pointed out here that the interfacial thermal resis
tanceR;,; would keep changing when the temperature varies fror
0, to 0 as time elapses from, to 7. Unfortunately, the detailed
A B C D E
10 T T Tl T ' T T T T I T T T T I T T Q
50 X
" 50 75 T o o [=
L 75 J o 2 ;
o 0 100 75 || 100 75-100 S v
50~100 5
= - 1x10°=9 » . e
X 50
Q “ T 10 3 10 > ]
< " 15 s 25 1
L 20 /R 5 " -
Lo 20 1 20 J
L 15 b
0.0 ; NZaN I 83 AN 10 L Il L i | 1R A O Y A
0.0 0.5 1.0 1.5 1.76
S
(b)
Fig. 4 Result of Gap formation along the interface (note: the
two subfigures are for gaps near the corners B and C at 7 Fig. 5 (&) Result of normal stress o, at 7=0.009; (b) result of
=0.050, 0.075, and 0.100) isotherms at +=0.009
208 / Vol. 123, APRIL 2001 Transactions of the ASME
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0.45
0.10

7=0.022 7=0.030

Fig. 6 Result of isotherms at 7=0.005, 0.020, 0.022, and 0.030

as well as the following mechanical and thermophysical properties E,or=0.2079x10° MPa, K =14.06 W tK ™2,
of stainless steel and aluminum

=03, 1,=0.37, a,=1.25x10 5K ¢, Pre=8,000 kg m'® (24)
y=2.40x10"5K "1
E.=0.2079x10°(1—1.905X10 *T)MPa
E,=0.06739x10°(1—3.917x10 *T)MPa

(PCp)rer=3.502x10° Im 3K ™!, B=7.876x10"°.

It is interesting to note that the diffusivity rati@ is essentially
zero. This implies that propagation of stresses is extremely fast as

ke=14.061+1.422x10 3T)Wm 1K1 compared to heat transfer. Hence, the inertia term of the displace-
S ' ) ment equation$2) and(3) are negligible.
k,=171.4140.671x10 3T)Wm K In the present study, E¢l4) is employed to estimate the inter-
(23)  facial thermal resistande,; as required in step 2 of the numerical

(pCp)s=3.502x10°(1+1.275x10 °*T)Im *K~* procedure. The surface roughness of the stainless steel and the

_ 3 3.1 aluminum are assumed 0.2 and 0.513um, respectively,
(pcp)af2‘320X106(1+0'824X10 T)Jm =K, such that the experimental ?éi:ults of therrTIL:aI rectiif)ication %‘rom
where the temperaturgis in °C. The referenced quantities usedPadgett and Fletch¢d9] are valid for the thermal contact resis-
in the dimensionless transformati¢b) are the properties of stain- tanceR,, in the present case. For convenience, their experimental
less steel 304 af=0°C, i.e., data are correlated with

Journal of Heat Transfer APRIL 2001, Vol. 123 / 209
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Fig. 7 Isotherms, normal stress

exp(—ao,,) —expab)

A= expl—ao,,) +expac)

Rp=(Ad+f)" 1,

(a,b,c,d,f)=(0.2590,11.24,11.03,11.36,10)86
from aluminum to stainless steel (25)
(a,b,c,d,f)=(0.3328,4.317,6.001,3.827,1.601

from stainless steel to aluminum.

(d)

o,y , displacement (X250), and gap (X250) in steady state

To validate the accuracy of the numerical result, five time steps
(A7=0.0100, 0.0050, 0.0020, 0.0010, 0. 0005) were employed for
grid tests on three grid systema §= A =0.03333, 0.025, 0.02
The solution procedure was iterated until the resulting dimension-
less displacement and temperature converged within an absolute
error of 210" °. The numerical solution was found to strongly
depend on the time step. By contrast, the solution was not so
sensitive to the spatial grid mesh. The discrepancy between the
resulting temperature/(¢,7,7) based on the time stepAr

The hysteresis effect, however, is neglected for simplicity. The0.0010 and 0.0005 on the grid meal=A»=0.02 (as illus-
gaseous medium in the gap is assumed to be air that has a therii@ed in Fig. 1was less than 0.0005. Hence, the numerical result

conductivity of
ky=0.02411+3.17x10 *T)Wm 'K, (26)

This achieves an interfacial thermal resistaRggin terms ofo,,,
and § as plotted in Fig. 3. Note th&,, and o, in Eq. (25) are
measured irm? K W ™! and MPa, respectively.
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based on the finest gridsé=A »=0.02 andA 7= 0.0005 will be
discussed in this section. The time step corresponds to k&5
ondsin real time.

Figure 4 reveals the history of the resulting gap formation
4(s,7) on the interface of the two conforming bodies. For conve-
nience of presentation, a normal-tangent coordinates Systesh
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scissa of Fig. 4 are the corners of the interfésee Fig. 1). The
number for each curve in Fig. 4 denotes the time10®. In the
present heat transfer process, the initial temperature of the en
system is@;,=0.5. After the boundary conditiong(0,7,7)=1
and 0(1,n,7)=0 are imposed, the stainless steel in the regio
0.89<¢=<1 and 0.11<%<0.89 is cooled with a stationary bound-
ary at é&=1. This leads to a gap formation dC due to the
shrinkage of the stainless steel at very beginning of the heat tral
fer process £<0.003). In a later stage of the heat transfer proce
(7>0.003), a thermal expansion arising from the heating surfa
at ¢=0 forces the aluminum block to move rightward. As a resul
the gap width onBC increases at first and decreases later &
observable from Fig. 4. The aluminum block was found to touc]
the stainless steel eventually &t=0.009 in a region neas
=0.65(or »=0.5). This situation seems to cause subsequent g
formation on the other interfacésB andCD.

To investigate the thermoelastic phenomena at this particul
time 7=0.009, the resulting normal stresg, and temperatur@
for 7=0.009 are plotted in Fig.(8) and 5(b), respectively. The
number labeled on each iso-stress curve in Fig) Stands for the
value of ‘e

is employed. The pointé, B, C, D, E shown on the upper ab- //

o’

SNed

————— e —
]

N\
AW

(N
)
Ny

N = (0 / Epeg) X 10%. @7) L\\
. . . Fig. 8 Result of Mi t in steady stat
The gray region denotes the area whetg is essentially zero 9 estlt ot von Mises stress In steady state
(IN|=<0.005). Figure 5(ajndicates that the stainless steel in the
region 0<=<0.11 is compressed in0£<0.6, while tensed in
0.6=<¢< 1. Similar situation exists in the region 08%=<1. This
can be attributed to heating and coolixpansion and shrinkage
of the stainless steel as shown in Figbp Due to gap formation, Mvon=(Tyon! Eref) X 10%. (28b)
the normal stress,, vanishes on the interfad®@C except for a ) ) . ) oo
region nearp=0.5 where the expanded aluminum block touche® gqod bgrom_eter for fallure_ theory of |sotrop|c_ductlle material, is
the stainless stedkee Figs. 4 and(8)). Note also that it takes Provided in Fig. 8. From Fig. 8, large von Mises stres&eg,
time to transport energy across an interface after contact of twd?-0012Ee=249.5 MPajare seen to exist in the stainless steel
separate surfaces. This might account for the fact that the tefit-the corners, C, D. This implies a high possibility of material
perature jumgfrom 6=0.15 to#=0.45)on the interfac&C still fallurg at these spots. The result reveals alsp a stress discontinuity
prevails atr=0.009 even in the contact region nepe 0.5 (see JUMPING from\5,=0.2 to\,,=2 across the interfadeD due to
Fig. 5(b)). gap formation. Similar situation exists /B, BC, andDE.

In the present study, the initial temperature of the entire system
is 6=0.5. As time elapses, isotherms wiih-0.5 move rightward )
from the boundary¢=0 while that with #<0.5 move leftward Conclusion

from ¢=1. Figure 6 presents the isotherms7at0.005, 0.020,  Gap formation and interfacial heat transfer between two ther-

0.022, and 0.030. As depicted in Fig. 4, gap forms on the interfaggyelastic bodies in imperfect contact have been studied in this
BC at very beginning of the heat transfer process. Consequentiyner. The coupling problem of transient heat conduction and

there is a temperature jump frof=0.30 to #=0.45 across the isplacement due to thermal deformation is solved with an inte-

interfaceB C at the timer=0.005. It is interesting to see from Fig. gration scheme. Gap or contact pressure on the interface of the
6 that the isothern#= 0.45 enters the aluminum block at a regiorygjig podies is computed from the resulting displacement. The

near §,7)=(0.89,0.5) after the aluminum touches the stainlesgterfacial thermal resistance is then estimated from the numerical
steel. Note also that the gap reaches the maximum valyeniO regyits of gap and contact pressure. Effect of thermal rectification
near corneiC at 7=0.050 as observable from Fig. 4, while theg 5150 taken into account. For the particular physical system un-
average temperature inside the gap is ab®&t30°C. This der study, gap is found to form on the interface of two thermoelas-

suggests that the thermal radiation is far smaller than tiig bodies near the cooling side. A temperature jump thus exists
heat conduction, i.e., &T+273)°=6.31 versus Ky/8  across the interface, while the stress normal to the interface van-
=2790Wm?2K™1 ishes. These findings consist with physical reasoning.

Figure 7 shows the temperatuée the normal stress,, the Accuracy of the integration scheme has been demonstrated in
displacementy,v), and the gaps of the system in steady state.previous studies. Due to its simplicity and great accuracy as com-
Again, the parametex is defined by Eq(27). For convenience, pared to finite element methods, the integration scheme is be-
both displacement and gap have been amplified by a factor of 256ved to be an efficient method for heat transfer in contact prob-
It is noted that the thermal conductivity ratio of aluminum andems. It would provide accurate gap distribution or contact
stainless steel is as large as 12. Hence, the steady state tempg®essure results as long as the interfacial heat transfer coefficient
ture gradient inside the stainless steel should be larger than tbah be efficiently determined. This requires simple and reliable
inside the aluminum. Such a characteristic is clearly reflected models for thermal contact resistance corresponding to the com-
the present results. Due to the particular boundary condition pfited gap or contact pressure. More experimental studies are
zero displacemen(7), the maximum displacement occurs in aneeded especially for various combinations of surface roughness
region near the center of the system. In this connection, the reots both sides. In this connection, Smolukhovskii effect and ther-
angular protrusion of the stainless steel is seen to move rightwantal hysteresis could be considerable under some particular cir-
Gaps thus appear on the interfac®B and CD as observable cumstances. As a final note, it is mentioned that the present nu-
from Figs. 4 and 7(d). The corresponding von Mises stress, merical method applies to three-dimensional problems as well.

_ [2 2 2
Oyon= \/O’xx+ Oyt 305~ 0Ty (28a)
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Effect of Constant Heat Flux
Boundary Condition on Wall
a.mosyak | Temperature Fluctuations

E. Pogrebnyak

An experimental study of the wall temperature fluctuations under different thermal-wall

G. Hetsroni boundary conditions was carried out. Statistics obtained from the experiments are com-

Fellow ASME pared with existing experimental and numerical data. The wall temperature fields are also

e-mail: hetsroni@tx.technion.ac.il examined in terms of the coherent thermal structures. In addition the effect of the thermal
entrance region on the wall temperature distribution is also studied. For water flow in a

Department of Mechanical Engineering, flume and in a rectangular channel, the mean spacing of the thermal streaks does not

Technion-IIT, Haifa, 32000 Israel depend on the thermal entrance length and on the type of thermal-wall boundary condi-

tions. The wall temperature fluctuations depend strongly on the type of wall thermal
boundary conditions. Overall, the picture that emerges from this investigation confirms
the hypothesis that moderate-Prandtl-number heat transfer at a solid wall is governed by
the large-scale coherent flow structurefDOI: 10.1115/1.1345886

Keywords: Boundary Layer, Channel Flow, Forced Convection, Heat Transfer, Tem-
perature, Turbulence

1 Introduction very thin electrical conductive material with low thermal conduc-

Heat transfer from solid walls to flowing fluids is a topic oftivit)_/. It_should be noted that in neither case was it possible to

extreme scientific interest as well as of immense practical imp realize ideal thermal wall boundary conditions. We will refer to
Qhe case of constant heat flux axially and quasi-isothermal periph-

tance. Experimental methods aimed at enhancing it may be costy H1 to that of tant heat fl iall .
and time-consuming, hence Direct Numerical SimulatibiNS) '\ié)é:‘lzxapferipl’wsgljlyoas 320 constant heat flux axially and quasi

of fluid mechanics and heat transfer can be very attractive. D
can be regarded as a numerical experiment, which may replace its . .
laboratory counterpart, but its numerical and physical accurafyPerimental Facilities
must first be confirmed. The experiments were performed in two recirculation test rigs:
DNS studies of turbulent heat transfer in channel flow weri@ a flume and in a rectangular channel. The two-dimensional
carried out by Kim and Moiri1], Lyons and Hanratt{2], Kasagi flume or channel flow offers several advantages for studies of
et al.[3], and Lu and Hetsrori4]. Current DNS calculations as- near-wall coherent structures, as flow visualization is then rela-
sume that the wall-temperature fluctuations are zero, and thus ctively easy. It was shown by Donohue et ElO] that the flow is
not account for the existence of a thermal pattern on the sofidly developed when the channel is over 100 channel depths
wall. Such a pattern, often referred to as thermal streaks, wiasg. The turbulent structure of Newtonian two-dimensional flume
observed and studied in experiments carried out by Iritani et &, channel flows has been thoroughly studied. The principal dis-
[5], Hetsroni and Rozenblii6], and Hetsroni et al[7]. These advantages compared with pipe-flow facilities are that long high
studies showed that the fluctuations are not zero under constagpect-ratio channels are more difficult to build and the Reynolds
wall heat-flux boundary conditions and that the unsteady heat carwmber range with a given pump is narrower. As a result, experi-
duction inside the wall, associated with the turbulent flow, shoul@ents in the present study were conducted up teRg000.
be allowed for. The flume flow system is the one described by Hetsroni and
Heat transfer calculations, assuming both zero and nonzdrezenblit{6] and only the main hydraulic parameters are covered
fluctuations of the wall temperature, were performed by Kasafere. It comprised of a stainless steel open flume 4.3 m long, 0.32
et al.[8] and by Sommer et a[9]. It was demonstrated that them wide, 0.1 m deep, and water at constant inlet temperature was
fluctuations are strongly influenced by the thermal properties afgfirculated in it. The flow depth was 0.037 m; fully developed
thickness of the wall. Two types of wall boundary conditions werBow was established in the region beyond 2.5 m downstream from
investigated(1) constant wall heat flux axially, and constant temthe flume inlet, as was confirmed through the water velocity pro-
perature peripherally, an@) constant wall heat flux both axially file and _the dlstr_lbunon of_the root-mean-square value_s of the
and peripherally. In practical applications and in experiment&freamwise velocity fluctuatlons measqred at the center Ilng of the
studies, however, these ideal conditions are not likely to occur afldme, i.e., az=0 (zis the spanwise directior, the streamwise
the calculations should be verified experimentally. direction, andy normal to the bottom). The heated test section was
The object of the present study is, accordingly, experimentgcated at a distance of 2.5 m from the inlet.
investigation of the thermal pattern on the heated wall. Two caseg™Or the H1 conditions we used a section made of a copper plate
of axially constant heat flux at the wall are studied; whereby tH&30 m long, 0.15 m wide, and 0.02 m thick. The temperature
thermal wall boundary condition along the periphery is close @stribution over the heated surface was measured from the outer
isothermal and to isoflux, respectively. side by 18 thermocouples, and from the liquid side by a Liquid
The first case is realized if the heating element is made of, s&fystal SheelLCS). In the present study, Teflon coated T-type

a thick copper plate, the second one—when it is made of, sd ermocouples(diameter 0.3 mm)were used. Thermocouples
were peened into small holes drilled in the test section. The local

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF outer-wall temperature was obtained from the temperature from

HEAT TRANSFER Manuscript received by the Heat Transfer Division January 1ithe temperatures measured by thermocouples using equation for a
2000; revision received September 29, 2000. Associate Editor: A. Bejan. plane wall. Since the temperature drop through the wall was
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Fig. 1 Test section made of thick copper plate. (H1 thermal Fig. 3 Test section made of thin stainless steel strip. (H2 ther-
wall  boundary condition. ) [1-liquid crystal sheet, mal wall boundary condition. ) [1-top of channel, 2-stainless
2-thermocouple,  3-electrical  heater,  4-copper plate, steel strip, 3-window, 4-bottom of channel, 5-IR camera  ].

5-insulation, 6-pertinax frame, 7-bottom of flume  1].

provided with two 0.240.16 m windows to which the strips were

small, the thermal conductivity of the wall was assumed indepehonded with contact adhesive and coated on the air side with
dent of the normal direction and was evaluated at the local mdaack mat paint about 0.02 mm thick.
sured temperature. The operational procedure for the water testsor the H2 condition DC current up to 300A was applied to the
without heating showed that the wall temperatures always agree@ating strips, and measurements were taken at different lengths
with +0.1 K. Heating was effected by means of cartridge electrdf the heated stretch. The test section is shown in Fig. 3.
cal elements. The details of the test section are shown in Fig. 1. .

The channel flow system is shown in Fig. 2. The 7.2 m londvl€asurement Techniques

0.2 m wide, and 0.02 m deep rectangular channel comprisedfFor measuring the temperature field from the water side under
twelve Plexiglas sections 0.6 m each carefully joined to ensuretge conditions H1, light from a halogen lamp was directed onto
hydraulic smooth surface throughout. Water from a tank with e liquid crystal layer. Depending on the temperature the liquid
heat exchanger was delivered by a pump, passed through a cordfgktal displays different colors. Before experimental runs the
valve, flow meter and flow straightener to a development sectiaglor was calibrated versus the temperature, with the same illumi-
provided for hydrodynamical and thermal development of thgation as for the experimental runs. The color play was recorded
boundary layer. The temperature measurements were carried |9yta 3CCD video camera and analyzed by means of a specially
in the test section. The heating strips X2 m each were in- devised software package. The 35C1W liquid crystal sheet used in
stalled at the top inside the channel from the front end of thRe present yields the color play at the 35-36 C level with a
development section to a distance of 0.6 m beyond the test safnimum detectable temperature difference of 0.1 K.
tion. These strips were made of 0.05 mm thick stainless steel ang=or the H2 conditions a Thermal Imaging Radiometer was used
arranged so that the boundary layer could be heated along diff@ith a typical horizontal and vertical resolution of 256 pixels per
ent distances from the inlet to the test section. The latter Wage. Since the heating strip was very t{ilh05 mm), the tempera-
ture difference between its surfaces did not exceed 0.1 K, Hetsroni
and Rozenblif6]. A computer program made it possible to store

the information and to compute the statistics of the thermal field.
. ﬁ ; . S The response times were 0.4 s,_0.05 s,and 0.04 s f_or the mea-
—\1200 600]— 00 /" mo/’ surements by the_rmocouples,_ liquid crystal_ sh_eet and infrared ra-
| { J |  diometer, respectively. The different systélquid crystal sheet
\ w / and infrared radiometgrused for the measurements of surface

temperature fluctuations had about the same frequency response.
The water temperature was measured by a precision mercury

thermometer with accuracy 0.1 K, the pressure drop was mea-

sured by a Motorola pressure transducer with accuratyb per-

cent, the mean flow velocity was measured with accurady

percent, the electric power was determined with accuraéys

percent.

Data Reduction and Experimental Conditions
The local heat transfer coefficient, is defined as

q

o ay=—, 1
g ¢ X [ ( )
= ! whereq is the heat fluxt,,, the local inner wall temperatureé,
\& \i . the mean fluid temperature at the longitudinal position. The cal-
culated Reynolds number is R&H/v and Re=UR/v for the
flume and the channel, respectivelybeing the bulk velocity at a

2 3

Fig. 2 Loop of rectangular channel [1-tank, 2-pump, 3-control

valve, 4-flow meter, 5-straightener, 6-development section, cross section of the flume or channel,the flow depth in the
7-test section, 8-IR camera, 9-outlet section, 10-heat ex- flume, D, the channel hydraulic diameter,the kinematic viscos-
changer] ity. The dimensionless thermal entrance length was calculated as
214 | Vol. 123, APRIL 2001 Transactions of the ASME
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Table 1 Experimental conditions

Quantity Parameter | Unit | Flume Channel o
Reynolds number | Re 8000 - 10000 | 10000 - 20000 s 0.06 k. - . o
Prandtl number Pre 59 5.5 N - -
Prandt]l number Pry 49 4.0 0.05 °
Dimensionless X 22-49 2.7-39 0.04 . | | L ) ,
entrance length 5.108 6 8 104 2
Thermal activity | K 0.044 0.12 Re
ratio Fig. 4 Wall-shear velocities in channel water flow [@-present
Dimensionless 5 71 0.08 study; O-data of Donohue [10]]
wall thickness
Heat flux q kW [ 10-12 14-16

m? temperature distribution on the heated surface from the water side

with an LCS and from the solid side with thermocouples. In both
cases the standard deviation of the local wall temperature from the
space and time averaged surface temperature did not exceed 0.2 K
in the heat flux range;=10—-12 kW/nf. The thickness and high
SR8rmal conductivity of the copper plate used in the present study
allow to assume that the wall temperature is nearly constant. For
8§periments without liquid crystal sheet, at -R&200 andq

=10 W/m? the mean wall temperature was 28.7 °C, the mean
water temperature was 20.0 °C. In this case the maximum increase

bulk fluid temperature increases linearly along the test sectioc?{égeowslLtznggi;]aéuéit:?n;?: dsgggtrjrzjv(\:l{isoendﬁfggl?gtg?r?sthnemaigl
The test measurements indicated that in this case the wall tedir'ectioh was about 1.2 W. while heat rate in the wall normal
perature also increased linearly in the streamwise direction. ’ '

. : : direction was 450 W.
th;-h‘irrc:rLllgrh?/g[ri:E)llse:‘t’uj/yu’t*hewdt:ztraerlljie?sa;rheeaslf]zanro\gigiz&i USIHQY should be noted, in the present study the “isothermal bound-

- 0.5 ) ary condition(H1)” means that the wall temperature does not
=(7a/p)™> 7 the shear stress density. The method for the cpange in the streamwise direction. Expression “isoflux boundary
evolution of the shear velocity in the flume involved fitting the,,ngition (H2)” means that the wall temperature fluctuations are
velocity profile, in the logarithmic portion of the profile, to the, o zero. It will be shown that the copper heating plate provides

“universal” velocity profile. For channel flow shear velocities, gy small wall temperature fluctuations. It was believed that the
were calculated from the pressure drop measurements. The rQQtinarmal wall boundary condition existed.

mean square of the wall temperature variaice=(6%)%°is nor- ) ) o
malized by the friction temperature*=q/pcpu* (Wherecp is Experiments in the Channel A number of verification runs

specific heat at constant pressumo that the dimensionless tem-Wereé undertaken prior to data logging. Figure 4 shows the Rey-
perature fluctuation i66%)%% ¢*, whered is the fluctuating wall nolds number dependence of the wall-shear velocity normalized

temperature. The heat transfer interaction between the fluid and% the bulkd(mass.average\)relocny. The ﬁla:]a obtallned in th% b
solid may be characterized by the thermal activity rati résent study are in good agreement with the results reported by

a 05 . . . " onohue[10].
K‘L(Pcpk)f/(ﬁpk)wj » the dimensionless wal thicknes Figure 5 shows the dependence of the dimensionless local heat
=48"-(a;/a,)"> Kasagi et al[8], and the Prandtl numbers;

) o Pr transfer coefficientr, / «, on the dimensionless distanoe, from
and Py, . Here,kis the thermal conductivitys™ =(ou*)/v, 5the  the start of heating at Re=17000. Hedg is the experimental
wall thickness, a the thermal diffusity, the subscripts’ “and asymptotic heat transfer coefficient. The data of Hartfe]
“w” denote properties at the fluid and wall temperature, respegsy water heat transfer at ReL6,900 are also shown for compari-
tively. The experimental conditions are listed in Table 1. son. The good agreement between these experimental results is
established.
The distinct feature of these experiments is that the rms of the
v[yall temperature fluctuations in the H2 case is about an order
igher than in the H1 case.

x=x/H or x=x/D,, for the flume and the channel, respectively
The fluid properties were evaluated at the average of the m
fluid and wall temperature.

In experiments, when the dimensionless thermal entran
length did not exceed=5 the bulk fluid local temperature was
assumed independent of axial position, since only a small
length of the test section was heated.xAt 10 it is assumed that

Test Procedure

Heat Losses. The axial heat conduction for the heated te
sections was calculated from the wall temperature distribution
the streamwise direction. The heat transfer in the axial direction
was less than 0.5 percent of that in the wall normal direction for
the thin stainless steel heater, and less than 1 percent for the thick _
copper heater. The heat balance for the variation of the outsi "~
ambient temperature was also verified by direct measuremer !'
The total heat losses were about 1 percent for the stainless s

heater and 2—3 percent for the copper heater, depending on & o '

heat flux. = o o o
0 . °
Experiments in the Flume.It was shown earlier by Hetsroni 101 @a8 € doge 0 §° g ° 8 D |
et al.[11], that the distribution of the dimensionless streamwis
velocity versus the dimensionless wall-normal distance in tf 095 —r L — —

flume is in good agreement with the measurements presented -
Antonia et al[12], and the distribution of the turbulence intensity

agrees well with the data by Nishino and Kasg@]. The experi- Fig. 5 Dependence of dimensionless local heat transfer coef-
mentally obtained heat-transfer coefficients are in accord with thgient on dimensional thermal entry length [®@-present study;

predictions of Kayg14]. In the present study we determined th&©-data by Hartnett [15]]
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Results 110

Macro-Scale Thermal Structure. As pointed out, appear- 100 d ® - R
ance of the macro-scale thermal structures on the wall in a turbu-+ -
lent flow was observed previously. These structuies-called 90
thermal streaksare oriented mainly in the streamwise direction, | L | L | | | \
moving slowly downstream and meandering about in the lateral 8036.0 36.4 36.8 372 376 380

direction, with some twisting and merging with the neighboring
coherent flow structures. No experimental study seems, however,
to be available on their behavior with allowance for the unsteadyFig. 8 Thermal streaks in the developed region  (H2 case)
heat conduction in the solid wall and the thermal entrance region.

The temperature distribution on the heated wall can be consid-
ered as a trace of the flow structure there. The streak spaciIF)E;

X

were obtained by infrared or liquid crystal sheet visualizatio ature, for the scalar field. Kim and Mojf] showed that al-

technique. The mean spanwise spacings were determined by £x-
amining the two-point correlations of the temperature fluctuatiorgﬁe
in the spanwise direction as in the case of the low-speed Streﬂkl.ﬁnber

[1].

Thermal Streaks Spacing Under Isothermal (H1) Wall Boundp/a|l Temperature Fluctuation
ary Condition. The dimensionless spacing of the thermal streaks
" versus the dimensionless thermal entrance length is shown irF
Fig. 6, where\ " =\u*/v (\ being the average streak spacing at
given value ofx). One can conclude that the value)of does not

o . will discuss this issue below.
change within the measurement uncertaintyAaf” = + 5.

Thermal Streaks Spacing Under Isoflux (H2) Wall Boundary
Condition. Figures 7 and 8 show the behavior)of in the ther- 3565 , T ; "
mal entrance and developed regions, respectively. In the presr,°c
case two-point correlations indicate® =95 (Fig. 7) and A+
=97 (Fig. 8). From Figs. 6, 7, and 8 one can conclude that in bo
H1 and H2 thermal wall boundary conditions” is about 100.

This value is in close agreement with the results presented 35.55-
Iritani et al. [5] and Hetsroni et al[7]. The well-known experi- /‘

ments established that the mean streak spacing between near-
coherent flow structures is also about 100 wall units, a rest  ***°

|
r
confirmed by the high-resolution DNS of Kim and Mdih]. They ' v [ uu ' ! ]
1

showed that at Prandtl number=F0.71, the temperature in the .,
near-wall region is highly correlated with the streamwise velocity
The present experiments were carried out at Prandtl number
=5.5-5.9 and in this case the spacing is also about 100 wall un ssal

This result is consistent with the experimental observation of Ir

tani et al.[5], who performed simultaneous visualizations of th L u
velocity and temperature fields in a turbulent boundary layer «  **L . . . . - - )
water flow, using hydrogen bubbles for the velocity field and z cm

surface-mounted liquid-crystal sheet, sensitive to the wall tem-
Fig. 9 Wall temperature variation in the spanwise direction

(H1 case)
110 T T T T T T T T T
32F
[ ]
100 * o s . T ]
At ®
90 . * sl ]
80 1 1 1 1 1 1 i ] ! | 2l
26 30 34 38 42 44 ‘ n h ]
i
X 28+ 4
X [ ] | .
Fig. 6 Behavior of thermal streak spacing in streamwise direc- z i
tion. Thermal entrance region (H1 case). i
100 * |
* [ ]
At s L r - 24} ]
90
0N T T T T S WU S R T WA R S ‘ . . ‘ ‘ ‘ . . ]
3.0 3.4 3.8 42 4.6 5.0 54 0 2 3 5 8 10 12 14 16 18 20
)_( z,cm
Fig. 7 Thermal streaks in thermal entrance region. Channel Fig. 10 Wall temperature variation in the spanwise direction
flow (H2 case). (H2 case)
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ough the sublayer of the thermal boundary layer is a strong
ction of the Prandtl number, it appears that thermal streaks in
wall region are almost independent of the molecular Prandtl

igures 9 and 10 show the wall temperature variation in the
spanwise direction for H1 and H2 case respectively. One can see
that in the case of H2 the temperature fluctuations are higher. We



| 1] }
36 36.4 368 372 37.6 38

=

Fig. 11 Dependence of wall temperature fluctuation on ther- X

mal entrance length  (H1 case) Fig. 13 Wall temperature fluctuation in developed thermal

boundary layer

H1 Wall Temperature Boundary ConditionThe plot of the

dimensionless wall temperature fluctuation on the heated wall . . . .
P ebéen compared with the numerical calculations of Kasagi et al.

0", versus the dimensionless thermal entrance lengtfs given . - - .
I ngtis g é?] showing reasonable agreement with numerical calculation.

in Fig. 11. As mentioned above, wall temperatures were det Unlike with the H1 case no experimental study seems to be
mined both by liquid-crystal sheet and by thermocouples, with ~. ' peri - y
ilable on wall temperature fluctuations in the H2 case. In the

good agreement between these two methods. Figure 11 shows A

the behavior of the wall temperature is independent of the ther! gﬁperlmenys of Subramgman and Antoritr] an elegtrlcally
entrance length. eated stainless-steel foil served as the wall surface in the turbu-

Before closing this section, let us add a remark on the behav%it boundary layer. As was shown by Kasagi e{8l.n air flow

f ot the th | ent lenath. Under fully develooe! particular, under the conditions of the above experimethis
?herma\flegsnuds h %rogrrr]:lmin grr]]g.et.oenr;g témnereart Lrjeyﬂ ?:\t/ea(z'rc)) Il temperature fluctuation should be negligibly small, so that
y y ' tons, peratu uCtualiogz, \yall can be regarded as ideally isothermal. The experiments of
are a consequence of turbulent velocity fluctuations of the flo anciauskas et a[18] were made in a two-dimensional water
gnd Strle closbely codrrﬁqlatzq tw'th |th strtjk::ture,”derendmg gn t fiannel flow with 0.8 mm thick stainless steel foil attached to a 5
randti number and the distance from the wall. HOWEVer, du€ J0, ek Plexiglas board and heated directly by an electric cur-
the thermal interaction of the flow with the wall, there also aris

- ; nt. Here again the heated surface cannot be regarded as an ideal
temperature fluctuations. Therefore, the problem concerning g g

. e Bflux wall, since the heat transfer took place through a thick
temperature fluctuation of the liquid near the wall should be CO¥hard by thermal conduction. At the same time, the H2 case of

f"dﬁ:ecj :c? atrelfaiﬁd rtr;]annerl. Tot-date, sl,can:r?t_tertlﬂpn has; b‘iey&% mal wall boundary condition is very important in validating
0 the ettect of the thermal entrance length in this context. q?ew methods of numerical calculation of a passive scalar distri-
results of the present study indicate that the wall temperature ﬂ?zf;tion in a turbulent velocity field. For every location xf the

twation in the thermal entrance region in the H1 case is similar ensity of the velocity fluctuation decreases as the wall is ap-
isothermal wall. This conclusion agrees quite well with the exper]-

> : roached, so that in the H2 case the temperature field becomes
mental results of Hishida and Nagafi6], where the test_ section less correlated with its velocity counterpart in the immediate vi-
was heated by saturated steam under atmospheric pressgﬁﬁty of the wall

there_by en_suring a uniform wall temperature. It was establishedln the present study we did not observe any difference between
that in the inner part of the boundary layer the overall characte[h-

istics of the temperature fluctuations and the correlations betw & heat transfer coefficients obtained in the H1 and H2 thermal

. X ; . Il boundary conditions. In other words, the H2 condition tend
it and the flow velocity are almost identical throughout the theEb increased” onlv. while the normal turbulent heat flux is essen-
mal entrance region. Y,

tially independent of the wall temperature fluctuation. This was
H2 Wall Temperature Boundary ConditionThe wall tem- also verified by the calculations of Sommer et[&l]. The influ-
perature fluctuations for the thermal entrance region and for teece of the isothermal and isoflux temperature boundary condition
developed thermal boundary layer are shown in Figs. 12 and i83important for the analytical approximation and heat transfer
respectively. Thed™ versusx pattern in the first figure indicates calculations. These two types set the limits for the conjugate heat
that wall temperature fluctuation lessens in the streamwise dird@nsfer calculations. Effect of the thermal boundary condition is
tion, while the second figure shows that in the developed thermyry important in the near-wall region, i.e., at high Prandtl num-
boundary layer the wall temperature fluctuation is uniform, but &€rs. As was pointed out by Kasagi et[d], the thermal activity
a much higher level than in the H1 case. This means that the efféatios for air flow is very small for all practical wall materials. On
of the thermal wall boundary conditions on the wall temperatufé€ other hand, thermal activity ratios for water flow are large

fluctuation is very strong. The present experimental results ha@@ough, and in the combination with the varying wall thickness
and heat conductivity almost isothermal and isoflux wall tempera-

ture conditions can be achieved in experiments and in engineering
devices. Value of wall temperature fluctuations is the crucial pa-

sl rameters for the resolution requirements for DNS at high Prandtl
- numbers.
12— N
o+ N .
- Conclusions
10} . » The spacing of the thermal streaks on the wall is independent
of the thermal entrance length.
9 Y S e S a—Y~ 5 » The wall temperature fluctuations at a constant wall heat flux

axially and a constant temperature peripheréy) is also inde-
- pendent of the thermal entrance length.

x » The wall temperature fluctuations at a constant wall heat flux
Fig. 12 Dependence of wall temperature fluctuation on ther- axially and peripherallfH2) lessens in the streamwise direction
mal entrance length (H2 case) in the thermal entrance region.
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e The wall temperature fluctuation depends strongly on the 0 = wall temperature fluctuations
type of wall temperature boundary condition: its rms under the H2 6* =ql/pc,u* = friction temperature
wall boundary conditions is about an order of magnitude higher 0*=(02_)°-5/0* = dimensional RMS of the wall tempera-
than that under the H1. :

. . ture fluctuations

 For heat transfer from the solid wall in water flow almost 7 = shear stress
isothermal or isoflux boundary condition can be achieved, de- _ W
pending on wall thickness and its thermal conductivity. At higlubscripts
values of heat flux for the wall temperature oscillations may be, in w = wall
fact, more damaging, than high absolute wall temperatures. fluid
Knowledge of the value of wall temperature fluctuations is very
important for designing and operation of engineering devices. References
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Introduction

To improve thermal efficiency, gas-turbine stages are being
signed to operate at increasingly higher inlet temperatures. T
increase is enabled by advances in two areas, cooling technol
and materials. With cooling, inlet temperatures can far exce

allowable material temperatures.

A widely used method for cooling vanes and blades is to ble
lower-temperature air from the compressor and circulate it with
and around each airfoil. This air, referred to as the coolant, ge
erally enters each airfoil from its root and exits from its tip and/
trailing edge. It also could exit from strategically placed holes f
film cooling. While inside each airfoil, the coolant typically flows
through a series of straight ducts connected by 180 deg bends wjt
the walls roughened with ribs or pin fins to enhance heat transfg}“
For efficiency, effective cooling must be accomplished with miniz
mal cooling flow and pressure loss. This need for efficiency
even more urgent for gas turbines with low N©ombustors,
which compete for the same cooling air.

The importance of efficient and effective cooling has led mal
investigators to study the flow and heat transfer in internal cool
passages and to develop and evaluate design concepts. Mos
perimental studies on internal coolant passages have focuse
non-rotating ducts, which are relevant to vanes. See, for exam
Han et al[1], Chyu et al[2], Liou et al.[3], lacovides et al.4],
and the references cited there. Experimental studies on rotat
ducts, which are relevant to blades, have been less numerous
Wagner et al[5,6], Morris and Salemj7], Han et al.[8], and
Cheah et al[9] investigated rotating ducts with smooth walls,
Taslim et al.[10], Wagner et al;11], Zhang et al[12], Johnson
et al.[13], Zhang et al[14], Tse[15], and Kuo and Hwanfl6]
reported studies on rotating ducts with ribbed walls.

Currently Project Engineer, Pratt & Whitney, Middletown, Connecticut.
Contributed by the Heat Transfer Division for publication in ti®URNAL OF

A Numerical Study of Flow and
Heat Transfer in a Smooth and
Ribbed U-Duct With and Without
Rotation

Computations were performed to study the three-dimensional flow and heat transfer in a
U-shaped duct of square cross section under rotating and non-rotating conditions. The
parameters investigated were two rotation numbers (0, 0.24) and smooth versus ribbed
walls at a Reynolds number of 25,000, a density ratio of 0.13, and an inlet Mach number
of 0.05. Results are presented for streamlines, velocity vector fields, and contours of Mach
number, pressure, temperature, and Nusselt numbers. These results show how fluid flow in
a U-duct evolves from a unidirectional one to one with convoluted secondary flows be-
cause of Coriolis force, centrifugal buoyancy, staggered inclined ribs, and a 180 deg
bend. These results also show how the nature of the fluid flow affects surface heat trans-
fer. The computations are based on the ensemble-averaged conservation equations of
mass, momentum (compressible Navier-Stokes), and energy closed by the low Reynolds
number SST turbulence model. Solutions were generated by a cell-centered finite-volume
method that uses second-order flux-difference splitting and a diagonalized alternating-
direction implicit scheme with local time stepping and V-cycle multigrid.
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Most of the earlier computational studies on internal coolant
assages have been two-dimensional. In recent years, a number of
ﬁgee-dimensional studies have been reported. Three-dimensional
dies are needed if there are ribs, 180 deg bends, and/or rotation.
%sserman and Tanrik(iL7], Wang and Chyqi18], and Rigby
et al.[19] studied non-rotating smooth ducts with 180 deg bends.
éacovides et al[20,21], Medwell et al[22], Tekriwal[23], Dutta
al.[24], Tolpaldi[25], Stephens et dl26], Hwang et al[27],
tephens and Shif28], and Chen et al[29] studied rotating
mooth ducts. Prakash and ZerK&0,31], Abuaf and Kercher
2], Stephens et d133], Rigby et al[34], Rigby[35], and Bohn
et al.[36] studied ducts with normal ribs.
r\]/ery few investigators performed computational studies on
cts with inclined ribs, which are used in advanced designs.
tephens et a[37,38]studied inclined ribs in a straight duct un-
%gr non-rotating conditions. Bonhoff et 4B9] studied inclined
ribs in a non-rotating U-dudi.e., a duct with two straight sections
and a 180 deg bend). More recently, Stephens and Bt
@onhoﬁ et al.[41], and Shih et a[42,43]studied inclined ribs in
-ducts under rotating conditions. In the study by Bonhoff et al.
%%g,ﬁl], a Reynolds stress equations mgB&M) with wall func-
dti8ﬂs was used. In the studies by Stephens €3], Stephens
Shih[40], and Shih et al[42,43], a low-Reynolds-number
T turbulence model was us@ck., integration is to the wall so
maltvwall functions are not needed
hen computing U-ducts with ribs, it is important for the ge-
ometry of the ribs to be captured correctly. This is because they
exert considerable influence on the flow and heat transfer. When
wall functions are used, the rib geometry is compromised. This is
because boundary conditions are applied at one grid point or cell
away from the boundary, and the location of that grid point or cell
boundary is typically at * of 30 to 200. Also, existing wall
functions cannot account for flow physics occurring in the low-
Reynolds-number region next to ribs such as density variations
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ment flows, and flow separation.
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two-equation turbulence model that can account for the near-wall
effects to investigate the flow and heat transfer in a rotating and a
non-rotating U-duct with smooth and ribbed walls. Wall functions

will not be used. The focus is to examine the nature of the flow

A .
rib
induced by inclined ribs, a 180 deg bend, and rotation and how
that flow affects surface heat transfer, especially in the region "
A

The objective of this study is to use a low-Reynolds number / side wall

around the bend. The bend region is of interest because it is gen-
erally smooth though there are ribs upstream and downstream of
it. Also, the turning of the bend is typically very tigfite., the o
radius of curvature for the convex wall is much less than the duct L
hydraulic diameterso that there is a large separated region, which

further complicates the flow.

Description of Problem R
A schematic diagram of the U-duct investigated is shown in -\
Figs. 1 and 2. It has a square cross section and is made up of two R R
straight ducts and a 180 deg bend. The geometry of the straight
ducts is the same as that reported by Wagner di5af]. The i i i i -
geometry of the bend is somewhat different, and is taken from the rib proflle inSection A-A
current experimental setup at United Technologies Research Cen-
ter (Wagner and Steub¢d4]). The dimensions of this U-duct are
as follows (see Fig. 1): the duct hydraulic diameter 3,
=1.27cm(0.5 in). The radial position relative to the axis of ro-
tation is R,/D,=41.85 andR;/D,,=56.15. The length of the

Fig. 2 Schematic of rib geometry

Table 1 Summary of cases studied *

straight ducts i4./D,,= 14.3. The inner and outer radii of the 180 €ase No. Rotation No. Smooth/Ribbed
deg bend ar®; /D,,=0.22 andR, /D= 1.44.

Two variations of the U-duct were investigated, one witl
smooth walls and another with ribs. When ribbed, there are t Ci 0 smooth
ribs in each straight duct, five on the leading wall and five on tt
trailing wall, all with the same pitch. The ribs on those two wall: C2 0.24 smooth
are staggered relative to each other with the ribs on the leadi C3 0 ribbed
wall offset from those on the trailing wall by a half pit¢p). The .
ribs are located just upstream or downstream of the 180 deg be C4 0.24 ribbed

All ribs are inclined with respect to the flow at an angte of 45
deg. The cross section of the rounded r{B&g. 2) is made up of |
three circular arcs of radiug, whereR equals 0.0635 cn0.025  For all cases, Re = 25,000, Ap/p = 0.13, and M; = 0.05.
in) so that the rib heighte) is 0.127 cm(0.05 in) and the rib-

height to hydraulic-diametere(Dy,) is 0.1. The pitch-to-height
ratio (p/e) is five (same as the UTRC experiments

Dh =0.5" All four walls of the U-duct including rib surfaces are main-
R /D, =(R +R)/2=49 tained at a constant temperature Tj=344.83 K. At the duct

- = r t inlet, the coolant air has a uniform temperatureTef 300 K at
R, / Dh =41.85 the inlet, which gives an inlet coolant-to-wall temperature ratio of
R,/D, =56.15 0.87 and an inlet density ratio &fp/p=0.13. Unlike the tempera-

Lo h ture profile, the velocity profile at the inlet should not be uniform
Ro/ Dh =1.44 because of the extensive flow passages upstream of it. Since fully
R /D =0.22 developed velocity profiles do not exist for compressible flows,

1. h the velocity profile used is the one at the exit of a non-rotating
L/ Dh =143 straight duct of length 15D, with adiabatic walls and the same
p/e=5 cross section and flow conditions as the U-duct studied here. The

Reynolds and rotation numbers at the duct inlet are=Z&000

and Ro=0.24, respectively. To completely define this problem,
either the inlet pressure or the inlet Mach number must be speci-
fied. Here, the inlet Mach number is specifiedvgt=0.05, which
gives rise to a rotational speed of 3132 rpm for=Rb24. A
Leading Face summary of the cases studied is given in Table 1.

N \/ / S Problem Formulation
\\kk Trailing Face
2~

The flow and heat transfer in the U-duct are modeled by the
- ensemble-averaged conservation equations of r@s#inuity),

T~ momentum(compressible Navier-Stokesand total energy for a
\® Q thermally and calorically perfect gas with Sutherland’s model for
thermal conductivity. These equations are written in a coordinate
Fig. 1 Schematic of problem studied system that rotates with the duct so that steady-state solutions with
220 / Vol. 123, APRIL 2001 Transactions of the ASME
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respect to the duct can be comput&teinthorsson et gl45]) and dw dw Jw dw

Prakash and Zerklg31]). The continuity equation is Ut Y w——
dp ey dpv W _ ) P. (1o K dw K do K dw
it ax oy oz o —7 Bow®+2( )— xx Ty T
whereu, v, andw are thex, y, andz-components of the velocity 1(9 M| dw 9 ui dow
relative to the duct. The momentum equations are ol \ At e o Tay\ A e oy
pu puu puv puw d i\ dw
J —
r pv +& pvu +E puv +E pUW +(?z mt ) 0z (4b)
pw pwu pWu pww The first term on the right-hand sid&®HS) of the above two
P* + 7y Txy Tz equations represent production. The second term on the RHS of
_ i o |+ —| Pr4r, |+ i T, |+ Eqg. (4a) and the second and third terms in Egb) represent
ox Ty . I oz p* 1 i ’ dissipation. The remaining terms on the RHS represent diffusion.
zx zy zz The convective transport terms are all on the left-hand side. In
(2a) Egs. (4a) and (4b), the turbulent viscosity, production ternfs,
andF are given by
where
k a;pk
2 = in(”—,—\jjf (40)
P*=P+ §pk (2b)
P= W2 (4
2
by pQZX 2pvQ) P,=gpW2 (4e)
¢=| dy|=| pPQY|+| —2puld|. (2¢)
b, 0 0 f=tank(II) (4f)
The first and second terms on the right-hand-side of @q) M=max2l';,I';) (49)
represent the centripetal and the Coriolis force, respectively. In _ 4
Eq. (2c), the rotation is about the-axis(see Fig. 1). The energy F=tani(I"™) (4h)
equation is given by I'=min[maxTy,T3),T] (40)
Je 9 d J 500u
_ . * . * _ * .
P + (e+P )u+ (e+P )U+ (e+P w Fl:gsz (4j)
— _ 4po,k
X (Texu+ TxyU + Ty W (o] ]"2:—;2(:2 (4k)
J
+ W(Tyxu+ TyyU + 7y ,W—0y) e N (@)
8 éCLo
J
+ — (T + T+ T W)+ D, (3a) 2p0, (K do K do K dw
0z = DT I — 20
Co=ma ® \dx Ix ay dy * dz 9z 1077, (4m)

whereé is mechanical plus thermal energy per unit volumeis
Fourier conduction in thé" direction; 7 is the effective stress;
and

whereW is vorticity, and¢ is the normal distance from the solid
wall. The constants in Eqg4a) to (4e) are calculated by the
following weighted formula:

be=pxut dyv+ P W. ¢=F 1+ (1-F),. (4n)

The ensemble-averaged conservation equations given by Ejsthe above equationp is a constant such ag, o,,, B¢, andg
(1) to (3) were closed by the SST turbulence mo@identer[46] that is being sought by a weighted average betwgemnd ¢, .
and Menter and Rumsey7]), which can account for near wall The ¢, and ¢, terms corresponding to constant suchogs o, ,
low-Reynolds number effects. The SST model was selected b, 91, andg, are as follows:
cause it eliminates dependence on freestr&aand has a limiter

(30)

to control overshoot ik with adverse pressure gradients so that 710 =0.85 (40)
separation is predicted more accurately. oa=1.0 (%)
The k and w transport equations in the SST model are as fol- ke
lows: 7,1=0.5 (4a)
J ok ak k P 1|9 ak 0,>=0.856 ar
E+u&—+vﬁ— W&—:—k—ﬂkkw‘i‘—a—(lu,-i-ﬂ)é,— 2 “n
x Ay zZ.p pLoX Tx) X By =0.075 (4s)
J ok
+— |+ 2= =0.0828 4t
3y | 4 Uk) Y Bz (49
02
9 e 9K ,3k1 g1
_ = 01= (4u)
* 9z mt o'k) 82} (42) Cr“ JC_M
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Bz 0207
gZZai \/C_ (4U) =
"

Other constants, which do not involve weighted averaging, are
6=0.41,8,=C,=0.09, anda,;=0.31. ==
Note that by using a low-Reynolds number turbulence model,
integration of the conservation equations as well as the turbulence
model is made all the way to the wall. Thus, the boundary condi-
tions (BCs) used on all walls are zero velocity, constant wall
temperaturg344.83 K)and zero turbulent kinetic energy. The BC

for w on the wall isw equals to 66/(8 Ay?) as proposed by
Wilcox [48] for hydraulically smooth surfaces. In that B,
equals to 3/40, andy is the normal distance of the first grid point
from the wall. The first grid point from the wall must be within a
y* of unity.

Other BCs needed are as follows. At the duct entrance, a de-
veloped profile is specified for velocity, but the temperature pro-
file is taken to be unifornisee previous section for detail§ ur-
bulence quantitiegsk and w) are specified in a manner that is
consistent with the velocity profiléaverage turbulent intensity
was 5 percent). Only pressure is extrapolated. At the duct exit, an
average back pressure is imposed but the pressure gradients in th
two spanwise directions are extrapolated. This is because second
ary flows induced by inclined ribs, the bend, and centripetal/
Coriolis forces cause pressure variations in the spanwise direc-
tions. Density and velocity are extrapolated.

Though only solutions steady with respect to the duct are of
interest, initial conditions were needed because the unsteady form
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of the conservation equations was used. The initial conditions ;g% ;%4;'—( R T
used are the solutions of the steady, one-dimensional, inviscid %%gé/
equations, namely, 27"

dpu apu? P dpuh = e =

= == —+p0%, =puQ®x.  (5)

X B¢ X X

Numerical Method of Solution

Solutions to the governing equations just described were ob-Fig- 3 Grid systems used for smooth and ribbed U-duct
tained by using a research code, called CFL@Domas et al.
[49]and Rumsey and Vatg&0]). In this study, the CFL3D code
(Version 4.1)was modified so that it can account for steady-state
solutions in a rotating frame of reference by adding source terrﬁ
that represent centripetal and Coriolis forces in the moment%

! e at transfer coefficient to vary by less than 2 percent.
and energy equatior{see Eqs(2) and(3)). The modified CFL3D ) . :
code has been validated for flow in a non-rotating duct with On the Cray C-90 computer, where all solutions were gener

square and rounded ritiStephens et al26,33])and flow in a ated, the memory and CPU time requirements for each run are 55

X ; megawords(MWs) and 16 hours for the smooth duct and 155
;ﬂg@%ﬁé‘gﬁmh smooth walkStephens et a[38]and Stephens MWs and 40 hours for the ribbed duct. The CPU time given is for

This code is based on a cell-centered finite-volume method. I@Iconverged steady-state solutisteady in a frame relative to the

inviscid terms are approximated by the second-order accuratléCt)’ which typically involved 3000 iterations.

flux-difference splitting of Rog¢51]. All diffusion terms are ap-

proximated conservatively by differencing derivatives at CeHQesults

faces. Since only steady-state solutions are of interest, time de-

rivatives are approximated by the Euler implicit formula. The sys- The results of this study are presented in Figs. 4—14. Note that

tem of nonlinear equations that results from the aforemention#te scales in Figs. 7—9 are not same from plot to plot in order to

approximations to the space and time-derivatives are analyzedhighlight key features in each plot. In discussing these results, the

using a diagonalized alternating-direction schefRelliam and four walls of the U-duct are referred to as leading, trailing, outer,

Chausseg52]) with local time-stepping and three-level V-cycleand inner, whether there is rotation or not. When there is no ro-

multigrid (Anderson et al[53]). tation, leading and trailing are the same for the smooth case and
The domains of the smooth and ribbed ducts are replaced mgarly the same for the ribbed case, so only results for one wall

H-H structured gridgFig. 3). The number of grid points in the are given. The inner and outer walls refer to the U-shaped ones at

streamwise direction from inlet to outlet is 257 for the smootR; andR,, respectively(Fig. 1).

duct and 761 for the ribbed duct. Whether smooth or ribbed, the

zﬁmgg: g‘; grl% p0|ntts n tgethcrpszjs:r%arp plane '%%‘?' .Thg b(:omplicated. In the following, the complexity of this flow is ex-
P gric points an eir distribution were obtaine mined in a step-by-step manner, adding one complicating feature

satisfying a set of rules such as aligning the grid with the flog

oo : . . : } a time.
direction as much as possible, keeping grid aspect ratio near unity
in regions with recirculating flow, and having at least 5 grid points Non-Rotating Smooth Duct.For a smooth non-rotating duct
within ay™ of 5 (see Stephens et 4B8]). As a further test, the (Case C1 in Table 1), Figs. 4—6 and Fig. 9 show the following. In

aforementioned grid systems were refined by a factor of 25 péhe up-leg part of the U-duct, the velocity profile has a maximum

nt, first in the streamwise and then in the cross-stream direc-
ns. This grid independence study showed the predicted surface

Nature of Fluid Flow. The nature of the flow in the U-duct is
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Trailing

Fig. 4 Streamlines projected on selected  y-z planes and the mid x-y plane

at about the center of the duct cross section. The coolant is coolestondary flows within the separation bubitey. 6 C1-P4). The
near the center of the duct cross section with thermal boundargt effect of these secondary flows is to transport cooler fluid near
layers growing along all four walls of the duct along the streanthe center of the duct cross section towards the outer wall and
wise direction(Fig. 6). The expected pairs of vortices in each oparts of the leading/trailing facé&ig. 6).
the four corners of the duct cross section were not predicted beDownstream of the bend, only the secondary flows of the Dean
cause the turbulence model used cannot account for anisotroggise persist until the duct exit. The Dean-type secondary flow
effects. Not resolving these vortices is acceptable since their magupled with the separation bubble around the bend caused the
nitudes are extremely small when compared to secondary flowgximum in the velocity profile in the down-leg part of the duct
induced by rotation, bend, and rikksee Lin et al{54]). to be shifted towards the outer walll.

At about 1.29, to 1Dy, upstream of the bend, the flow be- ) )
comes affected by the ber(@igs. 4, 5, 6, and 9). As the flow Rotat_lng S_mooth Duct. The effects of rotation on a smooth
approaches and enters the bend, it accelerates near the inner WzHict in which the coolant-to-wall temperature is less than unity
but decelerates and reverses next to the outer (Fajl 5). Near (Case C2in Table 19an be inferred from Figs. 4-6 and Fig. 9. In
the middle of the bend, the flow separates on the inner (igl.  the up-leg part of the duct, Fig. 4 shows rotation to induce sec-
5). This separated region is largest about the miziplane and ondary flows. Two symmetric counter-rotating flows are formed
smallest next to the leading/trailing face. With this separated rey the Coriolis force as early &3, into the duct. With radially
gion, which reduces the effective passage cross-section, the spedivard flow, the rotation orientation is from the trailing face to
of flow near the outer wall is increased markedly. the leading face along the outer and inner walls, transporting

Along the bend, a rather complicated pressure gradient for@goler air from near the center of the duct cross section to the
with higher pressure next to the outer wall and lower pressuiiling face first. Since the thermal boundary layer starts on the
next to the inner wal(Fig. 9). The nature of this gradient dependsrailing face, gas temperature near that face is lower than that near
on the curvature of the streamlines in the core of the duct whefee leading facéFig. 6).
flow speed is highest. The curvature in the streamlines, howeverWith higher temperature and hence lower density near the lead-
depends on the geometry of the bend and whether or not there iagface, centrifugal buoyancy tends to decelerate the flow on the
separation bubbles in the bend since they effectively change teading face more so than that on the trailing f@€egy. 5). With
bend geometry. The Dean-type secondary flows created by thdger velocity and hence thicker boundary layer next to the lead-
pressure gradient can clearly be seen in Fig. 4 and Rig16-P3. ing face, the Coriolis-induced secondary flows cause the forma-
Because of the separation bubble in the bend, the pressure grédia of additional pairs of vortices near that fa@@2 in Fig. 4).
ent and the Dean-type secondary flows induce another pair Tdfis was also observed by lacovides and Laurj@éi, Stephens
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Fig. 5 Normalized temperature (#) and velocity vectors projected at the middle x-z plane and at 0.01 Dy,
away from ribbed surfaces

et al. [26], Bonhoff et al.[39], and Stephens and Shj28]. erable flow reversal upstream of the beffdg. 5). As the flow
Stephens et a|38] showed that at a rotation number of 0.48 angoes around the bend, it separates with the separated region larger
a density ratio of 0.13, centrifugal buoyancy causes massive flgar the trailing face than near the mid-plane or leading face,
separation on the leading face. o which also differs from the non-rotating ca&fig. 5).

With rotation, the pressure gradient in the 180 deg bendyphg gyojution of the secondary flows through the bend is as

changed considerably. The pressure gradient induced by rtht}Bﬁlows. In the bend, the pressure gradient enhances secondary

in the radial direction is much stronger than the pressure gradi Imws that flow from the outer wall to the inner wall along either
induced by the bend from streamline curvature. Note that wh R . " ) 9 -
leading or the trailing face. Thus, the pair of counter-rotating

there is rotation, lines of constant pressure are nearly flat in t .
bend(contrast C1 and C2 in Fig. 9). With such a pressure distflows formed upstream of the bend by the Coriolis force became

bution, the flows next to the inner and outer walls are decelerat@@ymmetric after going through the bend. Of the two, the second-
similarly as they approach the bend, which is in sharp contrastagy flow that flowed from the trailing face to the leading face
the non-rotating smooth duct. On the leading face, where the flédong the outer wall became domind@2—P3 and C2—-P4 in Fig.

is also being decelerated by centrifugal buoyancy, there is cons@ij- The net effect of the secondary flows is to transport the cooler
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one in Fig. 5.
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Fig. 8 Pressure contours and velocity vectors projected at
0.01 Dy, away from the ribbed surface for case C3. Flow is from
right to left over the first four ribs in the up-leg part.

Fig. 7 Mach number and velocity vectors projected on the
?ggr']%tg'tﬁ’epggeiﬁ: C;rfg é:tﬁ 'r?bgp"eg part of U-duct. 3, 4, and Non-Rotating Ribbed Duct. The effects of staggered inclined
o ' ribs on a non-rotating U-du¢Case C3 in Table 19an be inferred
from Figs. 4—9. Figures 4—6 show inclined ribs to induce a pair of
secondary flows. In the up-leg part, they flow from the inner wall
fluid near the trailing face just upstream of the bend in a spirah the outer-side wall along the leading/trailing fad€sg. 5).
first towards the outer wall, then towards the leading face, and Because of the staggered arrangement of the ribs on the leading
on (Fig. 6). and trailing faces, the secondary flows oscillate in size along the
Downstream of the bend, only the secondary flow that flonstreamwise directiorinot shown). These secondary flows trans-
from the trailing face to the leading face along the outer wafiort cooler fluid first towards the inner wall and then to the lead-
persists. The effect of centrifugal buoyancy in the down-leg partg and trailing faces.
of the duct is to accelerate instead of decelerate the lower densityAs the flow approaches the bend from the up-leg part, the pres-
fluid. See Stephens and SHi?8] for other details. sure gradient induced by the bend causes essentially no flow re-
Finally, note that rotation not only increases pressure radially,versal on the leading and trailing facésSig. 5), which differs
also increases temperature radially because of the compressioinom the non-rotating smooth duct. Around the bend, Dean-type

P/Ref

1.160

1.145

P/P P/P
ref
1012 1.170
1.008 155
1.004 .
1.000 1.125
0.996 P

Fig. 9 Normalized pressure in the middle  x-z plane
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Fig. 10 Nu/Nu 4 for cases C1 and C2. Top: leading. Bottom: trailing.

secondary flows form, but is confined near the leading/trailing angb-leg part of the U-duct. From Fig. 7, it can be seen that there is
outer walls by the rib-induced secondary flows, which rotate iftow separation downstream of each rib. From Fig. 8, it can be
the opposite senséig. 6). If the ribs in the up-leg part were seen that the fluid associated with the higher-speed flow is brought
inclined at —45 deg instead oft45 deg, then the rib-induced by the secondary flow into the region between the ribs, which for
secondary flows would be rotating in the same sense as the Deie- up-leg part, is from the inner wall to the outer wall. The fluid
type ones. For such a case, the bend would just re-enforce Hgociated with the lower-speed flow came from the upstream rib
secondary flows formed by the inclined ribs. without first going through a spiral. Figure 8 also shows that for
Similar to the case without ribs, there is a large separated regigie up-leg part, the pressure is highest near the inner wall and the
around the bend next to the inner wall. However, it differs in thajpstream side of each rib. This adverse pressure gradient causes
the separation region is larger and the reattachment on the leadiip@’ flow near the rib surface to curve backwafBigs. 5 and 8).
trailing faces is strongly influenced by the location of the firsthe flow and pressure distribution between ribs in the down-leg
inclined rib downstream of the beri#fig. 5). _ part are not shown because they are similar to those in the up-leg
Downstream of the bend, inclined ribs again induce a pair gfyrt. The exception is that the pressure is higher near the outer
secondary flowsFig. 4). This pair flows from the outer wall to the 4| instead of the inner wall due to differences in rib inclination.
inner wall along the leading and trailing facgsgs. 5 and 6). The
rib inclination is such that the sense of rotation is the same as thaRotating Ribbed Duct. The effects of rotation on a ribbed duct
of the Dean-type ones. The net effect of these flows is to transpg@iase C4 in Table 1gan be inferred from Figs. 4—6 and Fig. 9.
cooler fluid to the leading and trailing faces that start from th@/hen there is rotation, the flow approaching the ribs is character-
outer wall. ized by secondary flows induced by Coriolis force, flow decelera-
From Fig. 5, it can be seen that the flow between ribs just abotien near the leading face by centrifugal buoyancy, and cooler
the ribbed wall has a higher and a lower-speed region. To examiiigd near the trailing face. As a result, the secondary flows in-
this, a blow-up of this region is shown in Figs. 7 and 8 for theluced by the ribs are asymmetric with the one next to the trailing
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C2 Outer Fig. 12 Peripherally-averaged Nu /Nug as a function of dis-
ceeoe—- C2 Inner tance along U-duct from inlet to outlet. The measured data is

C2 Trailing from Wagner et al. [5].

---a--- C2 Leading

flows). Similar to the up-leg part, however, they are asymmetric
because the flow upstream was asymmetric. Further downstream
in the down-leg part, the duct becomes smooth again. From there,
Coriolis and centrifugal buoyancy again begin to exert their influ-
ence as secondary flows induced by the ribs decay.

Heat Transfer Characteristics. Results for heat transfer are
given in Figs. 10—14 in terms of Nu/Nand its averages in which
the averaging is along a spanwise grid line on either one wall
(inner, outer, leading, or trailingor on all four walls. Note that
the grid lines are inclined in regions with the inclined ribs. The
heat transfer coefficient in Nu is computed by using a bulk
15 20 25 30 temperature that accounts for temperature rise due to rotation. See
X/D Nomenclature for the functional form @f,, which is the solution
h of Eq. (5) (Stephens and Sh[l28]). Note thafl,=T; if there is no
Fig. 11 Spanwise-averaged Nu /Nu, on leading, trailing, outer, rotation. . .
angd inner evalls as a fun%tion of disthce alongg U—ductgfrom For a non-rotatlng_s_mooth_ duct, Fig. 101) shows that heat
inlet to outlet for cases C1 and C2 transfer reaches a minimum just upstream of the bend because the
flow decelerates most there. The heat transfer is greatly increased
by the bend because of the secondary flows and the impingement
of the flow on the outer wall. Figure 11 shows the average Ny/Nu
face much stronger because the streamwise momentum is maoahthe inner, outer, and leading/trailing walls along the duct from
higher there. In fact, just upstream of the bend, that secondamet to outlet. From this figure, it can be seen that the bend in-
flow dominategFigs. 4 and 6). creases the heat transfer rate by almost a factor of two just after
Similar to the rotating smooth duct, the pressure gradient in ttiee bend on the outer and on the leading/trailing faces. This mag-
radial direction induced by rotation is quite strong. The benditude of increase was also observed experimentally by lacovides
curved the otherwise nearly parallel lines of constant pressweeal.[4] for a smooth U-duct, though with a stronger curvature at
only slightly (Fig. 9). With such a pressure gradient, the flow ishe bend((R,+ R;)/D,,=0.65 instead of 0.83and a higher Rey-
decelerated as it approaches the bend and accelerated as it leagks numbel(95,000 instead of 25,000
with magnitudes that do not differ appreciable from the inner wall With rotation, heat transfer in the up-leg part is higher on the
to the outer wall. But, very close to the inner wall, there is accefrailing face than the leading face because secondary flows in-
eration as the flow enters the bend followed by flow separation duced by the Coriolis force transported cooler fluid to the trailing
which the separation bubble on the trailing face is much largéace first(Fig. 10(C2)). Around the bend, the heat transfer on the
than that on the leading fa¢€ig. 5). With this pressure gradient, trailing face becomes lower than that on the leading f&gs. 10
the dominant secondary flow induced by the ribs is re-enforceahd 11). This is because the secondary flows transported cooler
and pushed towards the leading face. Thus, the Dean-type secdhdd closer to the leading fadéig. 6). In the down-leg part, heat
ary flow is highly asymmetric with the one next to the trailing facéransfer is also lower on the trailing face because of the large
being quite smallFig. 6). separated region just downstream of the bend and secondary flows
In the down-leg part, the inclined ribs generate a pair of semiduced by the bend. Figure 12 compares the peripherally aver-
ondary flows that flow from the outer wall to the inner wall alongaged Nu/Ny along the smooth U-duct under rotating and non-
the leading and trailing faces. They have the same sense of rattating conditions. The measurements by Wagner di5dlare
tion as those generated by the béne., the Dean-type secondaryalso included.
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Fig. 13 Nu/Nu ¢ for cases C3 and C4

When there are inclined ribs in a non-rotating duct, the hetitat is where the high-speed and low-speed flows convitige

transfer is greatly enhanced in the region with the ribs, both in ti®. Since the surface heat transfer varies considerably in the re-

up-leg and down-leg part&igs. 13 and 14). The increase in heag
transfer on the leading and trailing faces are similar despite tl
offset from staggering. On each rib, the heat transfer is high on t

. e ) al heat transfer characteristics.
forward side and low on the backward sidfég. 13). This can be

ion about the ribs, up to a factor of six or more, it is important to
estigate not just the averaged heat transfer rate, but also the

understood in terms of the stagnation and wake flows created tl? When a ribbed duct rotates, the heat transfer on the leading and

the main flow in the streamwise directidRigs. 7 and 8). In the Xlllng faces differs in a manner similar to that for a rotating

region between the ribs, the heat transfer is high from the inn ooth duct. Basically, heat transfer on leading face is less than

wall if up-leg part and from the outer wall if down-leg part. Théhat on the trailing face in the up-leg p#Figs. 13 and 14). In the

heat transfer is high on the leading and trailing faces near eitf#@Wn-leg part, heat transfer on the leading face approaches that on

the inner or outer walls because the secondary flows induced thg trailing face(Fig. 14). Distributions of Nu/Nyiabout each rib

the ribs cause cooler fluid to impinge there first. In the regioand between ribs are similar in character to the ribbed non-

between ribs, there is a strip of low heat trangfég. 13)because rotating duct(Fig. 13).
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Fig. 14 Spanwise-averaged Nu /Nug on leading, trailing, outer, and inner walls as a function of distance along U-duct
from inlet to outlet for cases C3 and C4

Summary » For a smooth U-duct with rotation, Coriolis force and cen-

Computations were performed to study the fluid flow and herfugal buoyancy domlnate_ in t_he up-_leg part. In th_e bgnd, the
transfer in a smooth and a ribbed U-shaped duct under rotatiﬂ@ture (_)f the pressure gradient is dom_lnated by rotation instead pf
and non-rotating conditions. On flow structure, one should ngfreamline curvature or flow separation around the bend. This
think about the interactions between secondary flows induced Bigssure gradient favors a secondary flow that flows from the
Coriolis, 180 deg bends, and inclined ribs because each of th@sger wall to the inner wall along the leading face. This secondary
secondary flows may never form depending upon upstream flé\@w is then distorted by the Coriolis force and centrifugal buoy-
conditions. Instead, one should examine how Coriolis, centrifugaincy in the down-leg part. As a result, heat transfer is lower on the
buoyancy, and pressure gradients induced by streamline curvatieading face and higher on the trailing face in the up-leg part.
from bends and inclined ribs affect the local flow structure. OAround and downstream of bend, heat transfer on the leading face
heat transfer, secondary flows were found to have pronoundgchigher than that on the trailing face.
effects. Basically, heat transfer coefficient is higher when second- For a ribbed duct without rotation, the flow is dominated by
ary flows impinge on a surface, and lower when they leaveijaclined ribs and the bend. In the up-leg part, a nearly symmetric
surface. . ] pair of secondary flows forms that oscillates slightly in size along

_For the conditions of the present study, the following conclithe streamwise direction. In the bend, the pressure gradient from
sions can be made on the effects of rotation on a smooth andiaamline curvature re-enforces the rib-induced secondary flow
ribbed duct: that rotates in the same sense as the Dean-type secondary flows,

« For a smooth U-duct without rotation, the flow is dominate@nd weakens the one that rotates in the opposite sense. In the
by the streamwise separation around the bend and by the De@@wn-leg part, the ribs re-enforce the Dean-type secondary flows.
type secondary flows formed by the 180 deg bend. As a result Bfiough ribs greatly enhance heat transfer when compared to the
this flow, surface heat transfer is higher around and downstresmooth-wall case, there are regions of low heat transfer regions
of the bend. between ribs.
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This paper addresses the fundamental problem of maximizing the thermal contact be-
tween an entire heat-generating volume and a pulsating stream of coolant that bathes the
volume. The coolant flows through an array of round and equidistant tubes. Two laminar
flow configurations are considered: stop-and-go flow, where the reservoir of coolant is on
one side of the volume, and back-and-forth flow, where the volume is sandwiched between
two reservoirs of coolant. The total heat transfer rate between the volume and the coolant
is determined numerically for many geometric configurations in the pressure drop number
range 16<B=<10P, and Pr=1. The optimal tube radius and the maximum volumetric
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heat transfer rate are determined numerically. The numerical optimization results are

later predicted based on scale analysis by matching the longitudinal and transversal time
scales of the temperature field in each tube, for each pulsation stroke. The predicted
scales lead to power-law formulas that correlate the results and summarize the optimal
geometry. The optimal tube size is nearly the same in stop-and-go flow and back-and-
forth flow, and is independent of the pulsation frequenf®Ol: 10.1115/1.1337654

Keywords: Bioengineering, Constructal, Optimization, Periodic, Pulsating

Introduction plates, bundles of cylinders in cross-flow, and arrays of square pin
. fins with impinging three-dimensional flojil6—-18.

The most recent constructal work dedmated to compact hea he optirﬁizgtiogn of geometry unites natural convection with
exchangers and the cooling of electronic packages has focugged convection, and highlights an interesting analogy between
attention ongeometry—how shapes and structures can be qgz two mechanisms. According to Petresd®], in forced-
signed so that a global performance objective is met subject dgnyection geometries the pressure drop number plays the same
global constraint§1]. Such work has always been a part of heable that the Rayleigh number plays in natural-convection geom-
transfer, as in the classical example of the fin with parabolic pretries. The electronics cooling literature is rich in additional ex-
file [2—4], where the optimal geometry was the question. Thamples of how the optimization of shape and structure leads to
interest in this fundamental aspect of heat transfer has grown duproved performance at the system lef20—-25.
of necessity, because of the need to increase heat transfer rates péhe optimized geometries reviewed above are for steady-
unit volume in a wide variety of modern applications. The optistatecooling of volumes(assembliesjhat generate heat. In each
mization of geometric structure is now a self-standing techniq¢@se, a steady stream bathes the volume almost uniformly, collects
for augmenting heat transfer. the gene_zra_lted_ heat current, and discharges i_t _ou_tside the volume.

Examples that come closer to the geometric optimization thaf€ Optimization of the internal structure minimizes the global
will be described in this paper are the designs where the interf3fmal conductance between the entire volume and the stream of

spacings between heat generating components are optimizeocglgat?]t' t th ion fund al
that the given volume is used to its fullest. In volumes cooled b n the present paper we propose he companion fundamenta

. . - i oblem of optimizing internal geometry when the cooling is pro-
single-phase laminar natural convection through vertical chann

: : . ; ded by time-dependen{pulsating) flow. The coolant flows
betyveen heat-generating boards there IS an optlmal spacing, Oﬁrﬂ%ugh an array of parallel tubes. Two flow configurations are
optimal number of board§5—7]. The optimal internal spacing

X - ) considered. In “stop-and-go” flow the reservoir of cold fluid is on
scales as the height of the volume times the Rayleigh numRgfe sige of the volume, and the fluid flows intermittently in one
(based on heightjised to the power 1/4. Internal structure can gjrection. In “back-and-forth” flow the heat generating volume is
also be optimized when the volume is filled with heat generatinghndwiched between two reservoirs of cold fluid, while the flow
components of other shapes, such as horizontal cylinders and siigection switches periodically. In both configurations the objec-
gered vertical plategs,9]. tive is to minimize the overall thermal resistance between the
In volumes cooled by forced convection there is an analogouslume and the coolant, i.e., to maximize thsefulnes®f the
geometric optimization opportunity. When the coolant flowsolume as an assembly of heat-generating components. This ob-
through a stack of parallel-plate channels, the optimal chanrjettive is met by optimizing the tube size, or the number of tubes
spacing is proportional to the flow length times the pressure drépstalled in the given volumgl].
number(based on flow lengthpaised to the power-1/4 [4,10—
15]. Similar spacings can be optimized for assemblies where

heat generating components are shaped as staggered parallel . . ) .
Consider the round tube of variable internal radiysand

Contributed by the Heat Transfer Division for publication in tf@RNAL OF lengthL shown in Fig. 1. The tube connects two fluid reservoirs of

HEAT TRANSFER Manuscript received by the Heat Transfer Division February 3'Femperat!1reTo- The tube wall temperature is Un.ifomﬁw- The
2000; revision received, September 27, 2000. Associate Editor: G. P. Peterson. fluid is driven through the tube by the pressure difference between
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r T dT a9 ( 8T)
fluid fluid at u ax roar ' ar )’ “)
Teservoir reservoir
T where « is the thermal diffusivity of the fluid. There are three
T, ‘oIW%WMLW Ty boundary conditionsT=T,, atr=rq, dT/dr=0 atr=0, andT
0= — " = . =T, in the cross-section that at the timhserves as entrance for
AP (e Ty the flow (x=0, orx=L). The numerical solutions and optimiza-
tion work described in the next section are based on solving Eq.
(4) in conjunction with theu expression(3) in many configura-
tions[rq,L,AP(t)].
x=0 <=L The nondimensionalization of the problem is based on the ob-
servation that in this wide class of applications the imposed pa-
Fig. 1 Round tube (T,) connecting two reservoirs of fluid at rameters are usually the period of the cycle executed by the peri-
the same temperature (T,) odic flow (t.), and the pressure difference scaleM(,,). This is

true not only in engineering systems with flows driven by recip-
rocating devices, but also in living systems such as lungs and
vascularized tissues.
the two reservoirsAP=P(x=0)—P(x=L), which is assumed The time scale, also sets the length scalet)*2 This length
to be a known function of timéFig. 2). Our objective is to select is the radial distance to which thermal diffusion travels through
the tube geometry and driving foraeP(t) such that the time- the fluid during the timé.. The velocity scale follows from Eq.
averaged heat transfer rate between the tube surface and the fi@i,u~ (at.)Y?A P,/ 1. The temperature difference scale is also
per unit of duct volume, is maximal. The duct volume is not fixecknown, T,,—T,. In conclusion, the recommended dimensionless
We begin with the simplifying assumption that the fluid is visvariables are
cous enough so that the effect of fluid inertia is negligible. This is

equivalent to assuming that, in an order of magnitude sense, the (TX,To,.L)=(r.x,ro,L)/(ate)? (5)
fluid has a Prandtl number greater than 1. The extensive body of - ~ 12

work on convection in developing flows through ducts shows that t=t/te U=up/[(ate) “APma] (6)
this assumption is adequate in the entire half-domair Pr ~ AP - T-T,

[15,26], more precisely Pr&5, according to the classical formu- P= T= . ©)
las of convection[4]). Its merit is that it makes the radial com- APmax Tw—To

ponent of velocity negligible, and reduces the momentum equaquations(3) and (4) become
tions to a single equation

2 TP T2
oP #u 1au ! U=—|1-= ®
— =l ==t - ~ =2
x Moz Y (3 4L o
whereu(r,t) is the longitudinal velocity. Integrated from=0 to I7 A 10/ &
x=L, this equation shows explicitly the role played by the im- — 4BU—=-—|T—], (9)
posed pressure difference, at X T\ Jr

AP(t) (azu 14u where B is the pressure drop number based dR,,,, and the
T T M

L e b () length scaler = (at.) 2,
Integrating this equation in the radial direction, and invoking the B— AP o ® ~ APpadc 10
boundary conditionsi=0 atr=ry and du/dr=0 atr=0, we T opa o (10)
obtain the time-dependent velocity distribution -
The boundary conditions for E¢9) are
2 2
roAP(t) r ~ o
U(I’,t):4’u—|— —% . ) T=1 atT=T, (112)

The time dependence of the fluid velocity is the same as that of dT/dFr=0 atT=0 (12)
the instantaneous pressure differeggy. 2). F=0 in the inlet planex=0 or X=L. (13)

The temperature field'(x,r,t) inside the tube is governed by
the energy equation The imposed pressure difference is periodic, as shown in Fig. 2.
The longitudinal fluid velocity is proportional to the instantaneous
AP(t), cf. Eq. (3). Two flow regimes are studied. Stop-and-go
flow occurs wheMAP=AP,,,, during half of the cycle, and P

AP =0 during the other half. The fluid flows back and forth wheR
_,| t/2 |__ __| tc/2|‘- switches betwee\P ., and —AP., at the end of each half
AP b _ cycle.
0 |_ , Heat Transfer Rate Per Unit Volume
|'_ te = The quantity of interest is the average heat transfer rate per unit
“APray |- - of duct volume used. We calculated this quantity in the following
I—— te ——| two ways: (i) by integrating the heat flux through the tube wall;
and (ii) by calculating the enthalpy imparted to the fluid during
stop and go flow back and forth flow one cycle. )
The calculation of the time-averaged heat transfer rate proceeds
Fig. 2 Two pressure-difference cycles and flows: stop and go, in four steps. First, the local heat flux through the tube surface,
and back and forth into the fluid, is
234 | Vol. 123, APRIL 2001 Transactions of the ASME
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JT lid A
q'= k(y) : (14) *
OZORN
This is integrated over the entire surface, and the result is the total @_é—r
instantaneous heat transfer rate S

L
q1=f q"2mrydx. (15)
0
. . . . O
The heat transferred during an entire cyclgj&., whereq, is the 00
cycle-averaged heat transfer rate, 000
1 (t+t 088 9
— ¢ A Ty
=— dt. 16 (01
a1 t, Jt a1 (16) _*_
In view of Egs.(14)-(16) and the notatior(5)—(7), the average | L |

heat transfer rate per unit of duct volume is given by
_ Fig. 3 Bundle of tubes in a fixed volume connecting two res-
a1 2k ervoirs of fluid at the same temperature

F(Z,L: a_tC(TW_TO)le (17)

whereQ, is the dimensionless integral the instantaneous enthalpy flow r&ig, because the difference

1 (Ged (Tf 4T accounts for the thermal inertia effegensible heatingpf the
Ql:_~f” f ax | dt. (18) fluid present inside the tube.

Fol Jt ~ Another way to see the origin of the figure of merit represented
by the heat transfer per unit volume usé&g (Q,), is to imagine
The effectiveness of the duct space as an architectural featthiat a large number of tubes L) are machined in parallel
designed for transferring heat to the fluid is described by the valtirough a volume of lengtih. and frontal areaA (Fig. 3). The

of Q;. The corresponding dimensionless total instantaneous hgatumeAL is fixed, but the number of tubg€s) and the tube size

0 -
T=Tg

transfer rate is, cf. Eq.15), (ro) are not. For simplicity, assume that the tube centers form
- squares, such that
~ d1 ~ J'—( 5’T) dx (19) A
d1= m=lo| | X
27k(Ty,—T o - -
(T Tolate) o e, = 2ro+9? (29)

_The alternative is to calculate .the enthalpy carried away by th&c \me further that the spacing between adjacent t(®gss a
fluid that leaves the tube. The instantaneous stream of entha*Pcthion (o) of the tube diameter

that leaves the tube is
S=02rg. (26)

"o
0= f PCo(Tou Tin)Ugymr dr, (20) We are interested in the total heat transfer rate between the fluid
0 that flows through the tubes and the volumAL. The contribu-

where U, is the Hagen-Poiseuille distributiof8). The integral tionisq, from one tube, andgq, from all the tubes. The total heat
(20) is performed over the tube cross-section that serves as outjEdnsfer rate per unit volume usedrig; /(AL), or in dimension-
for example x=L for stop-and-go flow. For back and forth flow, less form,
the plane of the outlet ig=0 during one half of the cycle, and

x=L during the other half. The inlet temperature is always

=Tgy. The dimensionless version gf is

ng;  ate T
AL k(T,—To) 2(1+0)? Qu-

q o In summary, to maximize th@, integral (18), which was based
Tp= 2 ™= f ToulioF dT. (21) onasingle tube, is equivalent to maximizing the total heat transfer
27k(Ty—Ta)(ate) 0 rate divided by the total volume of the bundle, Eg7). In other
words, the geometric maximization @f; teaches us how to select

the dimensions of the tube bundle so that the entire volanée

27)

The enthalpy collected by fluid during an entire cycleqig.,

where reached most effectively by the fluid when the pressure cycle is
1 [t specified {¢,APmay0-
QZzt_f 0z dt. (22)
cJt .
o _ _ _ Numerical Method
Dividing this quantity by the tube volume we obtain The problem represented by E@), conditions(11)~(13) and
qz 2k the time-dependent velocity distributid®) was solved by using a
I E(Tw—To)Qz, (23) finite differences scheme. First, the time derivatife/dt was
0 ¢ evaluated using second-order finite centered-difference form of
whereQ, is the enthalpy-based alternative to E43), the second spatial derivative, and first order central finite differ-
- . ences for the first derivativd®7]. Next,dT/dt was integrated in
Q :E tr1 r°.~|. T, F dF |dt 4) time using the fourth-order Runge-Kutta method with adaptive
2 72 )7 o e ’ step size contrdl28]. Finally, theQ, integral (18) was calculated

using the trapezoidal rule, and it was monitored over enough time
In the next section, the accuracy of the numerical method dycles of flow pulsations until its value did not change by more

documented by comparin@, andQ,. This is a global criterion, than 0.1 percent from one period to the next.

as Q; and Q, are integrals over the tube volume and pressure The cylindrical domain of Fig. 1 was covered by a mesh with

cycle. The instantaneous total heat transfer @atés not equal to uniform interval sizes in th& andT directions. The appropriate
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Table 1 Test showing the achievement of grid independence Table 4 The heat transfer per unit volume in stop-and-go flow
for calculations in stop-and-go flow  (L=10, Af=0.001, B=10*  (L=100, B=10%: comparison between the wall heat flux

and F,=0.95) method [Q,, Eq. (18)] and the enthalpy method [Q,, Eq. (24)].
. f Q -
AF =A% number of nodes Q Qi_—gL" 0
1
(F x %) Q
2 0.117 0.120
0.1 10% 101 1.3951 -
2.5 0.152 0.157
0.05 20 x 201 1.7915 0.2841
3 0.162 0.166
0.025 39x 401 1.7809 0.0059
35 0.160 0.164
0.0125 77 x 801 1.7765 0.0025
4 0.154 0.158

mesh size for each value &f was determined by successive re-

finements, until the further grid doubling of the number of grigloes not affect the results of the geometric optimization. In each
points in both directions met the criterioHQil—Qilfl)/Qiﬂ case we fixed, L and the pulsating reg[me, and monitored the
<0.01. HereQ} represents the heat transfer per unit volume cayariation of the volumetric heat transfer integ@| with respect

culated using the current mesh size, @fpl corresponds to the to the tube siz&,. As shown in Fig. 4, we found th&, reaches

preceding mesh size. Tables 1 and 2 show how grid independeﬁc istinct maximum Qg at an optimal tube sizeffqp). The

was achieved in one case of stop-and-go and back-and-fogtlﬁ'mal tube size is nearly the same for stop-and-go flow and
flows. ack-and-forth flow.

The values g o and Qpna, Were calculated by varying the The procedure documented in Fig. 4 was repeated for a large

value off in Eq. (18). The grid independence test was repeatébumber of geometries: the resulting values g, and Qnay are

for To,pi. The numerical accuracy of this method was at least gpmmarized in Figs. 5-8. The optimal tube size increaseslwith
o and decreases witB. These trends are the same in stop-and-go

2 A%2 AT2 ; ;
icr):greern[értltéAuxség :Nlrg_t%eogqf S;ﬂg'; EdA;n _eghl. ;ﬁihn;eg(t??n}low and back-and-forth flowFigs. 5 and 7). The maximized heat
and-ao flow case re ort;d -in Table 3 e P~ transfer has the opposite behavior, as it decreases lwigmnd

9 P ) g“bcreases witlB. Again, the type of pulsating flow regime does

As an additional check on numerical accuracy, we comparnot appear to affect the slopes of the curve that would pass
the global heat transfer measui®s and Q,, cf. Egs.(18) and %BE?ugh the datdcompare Figs. 6 and)8

(24). Table 4 shows representative values of these integrals he apparent alignment of the data plotted in Figs. 5-8 sug-

:g{:ﬁlyvv%liﬁz cziifg.p'lgrwgeﬁ?reement betwed, andQ; is con gests the existen_cg of scalir_lg laws that would allow us to correlatg
' ' the data, and anticipate optimal results that are not covered by this
Optimal Tube Size nu_merical study. We were able to derive these laws f_rom the
i . . principle of global objective—the function of the tubes with pul-
The flow and temperature field was simulated numerically fQfating flow. That function is to maximize the thermal contact be-
many tube geometrie§,L), in the pressure pulse range®10 tween the entire volume of Fig. 3 and tig fluid from the neigh-
<B<=10° for both pulsating regimes, stop and go, and back arsbring reservoirs. It is to maximize the use of volume.
forth. The solid-material spacing was setat 0.1, because it  For example, consider the transfer of heat during back-and-
forth flow. During the first half of the cycle, the fluid coats the
tube wall with boundary layers of temperature comparablg,to
Table 2 Grid refinement test for back-and-forth flow (=10, During the return stroke, another fresh chargd gffluid sweeps
Af=0.001, B=10% and 7,=0.75)

AF = AKX number of nodes Q Qi - Q;'l‘ 3
1
(F x &) Q L=10
4
0.1 8x 101 24883 - B=10
Q, back and forth

0.05 16 x 201 2.4533 0.0141 24

0.025 31 %401 2.4364 0.0069

0.0125 61801 2.4296 0.0028 stop and go
Table 3 Grid refinement test for stop-and-go flow  (£=80, Af 5 /\
=0.001, B=10?, and 7,=8.95)

AF =AX number of nodes (o2} Q% - Qi-l

1
(F X %) @ 0 :
0 1 2
0.4 23% 201 0.03708 -
;0
0.2 45x 401 0.03713 0.0013
Fig. 4 The geometric maximization of the total heat transfer

0.1 90 x 801 0037115 0.0005 rate per cycle and per unit volume
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o=0.1 10 c=0.1
104 .
B stop and go o - back and forth O
1'O,opt B= 102 O rO,op! O
o B B=10
@) - © -
o U 0 ., O
] O 14 10
' = A O 0 N
O
6 O 0 6 O
I 10 0 10
A A
A N
VAN . 0.1 L T
0.1 j o 107 1 10 10%
L L
F|g 5 The optima| tube sizes for stop_and_go flow Flg 7 The optimal tube sizes for back-and-forth flow
the tube volume, and its job is to make the closest thermal contact 15| APrmax e
possible with the heated boundary layers created during the first Foopt~ L ap : (30)
stroke. . . .
Each fresh fluid column that enters and fills a tube does its beédie dimensionless counterpart of thig, scale,
when the time of residence in the tube matches the time of trans- T _Tlg-ua (31)
versal thermal diffusion across the tube. In this special case, each 0.0pt

tube is filled “just right”. There is no fresh fluidT) that passes is somewhat deceiving, because the nondimensionalizéiqs.
from reservoir to reservoir, unaffected by the tube wall. There {§)—(6)) was based on the time scale of the pressure puyls&he
also no inert(dead)trailing section of the tube choked with iso-optimal tube size(30) is independent of the time scale of the
thermal fluid already at the wall temperaturg . pressure pulse.

The residence time is~L/u, where theu scale follows from To summarize, the balance between the longitudinal and trans-
Eg.(3), namelyu~r§A Pmax/(1L). The resulting scale of the resi- versal time scale&8), (29) pinpointed the optimal tube size. This

dence time, or the time of sweeping the entire length of the tubergsult is new. The existence of this optimal geometry has not been
recognized yet in studies where the flow channel geometry is as-

tm ul? (28) sumed given, and pulsation frequency is optimized in order to

roAPmax maximize the heat transfer between the two fluid resen(@@s-

. e . 32].
The time of thermal diffusion across the tube is This theoretical development allowed us to correlate all the
ra Toopt data of Figs. 5 and 7 by using the power law suggested by
t~ - (29) Eq.(31),
= _ e~ TlUp-14
Setting these two time scales equal, i.e., eliminatirigetween Foop= G LB (32)

Egs.(28) and(29), we obtain the special tube size for best use athe success of this correlation is evident in Fig. 9. The coefficient

tube volume, C,=3.08 approximates with a standard deviation of 14 percent all
100+ A o=01 AN c=0.1
1004
Qmax A stop and go Q A A back and forth
A max
104 O B=10° . B=10 ,
0 A 104 0
e = A O - °
10
14
o 104 N o O
o 0 © , H
g 10
0.15 e 0.13 ©
e O
0.01 T 0.01 T
1 10 107 1 10 10°
L L
Fig. 6 The maximum heat transfer per flow cycle and unit vol- Fig. 8 The maximum heat transfer per flow cycle and unit vol-
ume for stop-and-go flow ume for back-and-forth flow
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O
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A
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Fig. 9 Correlation of the numerical data for the optimal tube
size, cf. Figs. 5 and 7

KATL kAT 33
T a—thl- (33)

The heat transfer maximumQg~Qma) OCCUrS atrg~rg gpis
which according to Eq(33) means

Qmax"'Ta,gpt' (34)
In view of T oy SCale(31), we can exped@ma, to vary as
Quax—L B2 (35)
The recommended correlation,
Qmax=CoL 'B*? (36)

is supported strongly by the data plotted in Fig. 10. These data
have been developed case by case in Figs. 6 and 8. The leading
factor is C5=0.13+0.21 for stop-and-go flow, an€,=0.26
+0.41 for back-and-forth flow.

Conclusions

In this paper we showed that the cooling of a heat-generating
volume can be maximized via geometric optimization when the
coolant flows in pulses through the volume. There is an optimal
way to place the passages through the volume. In this study we
assumed that the flow passages are parallel round tubes. The op-
timal arrangement consists of using tubes of a certain radius,
which corresponds to a certain spacing between adjacent tube cen-
ters[cf., o= constant in Eq(26)]. Alternatively, the optimization
of tube size is equivalent to optimizing the number of tubes in-
stalled in the given volume, cf. E¢25).

The optimal tube sizes were correlated successfully by match-

the data for stop-and-go flow. The corresponding coefficient fitg the longitudinal and transversal time scales of the time-
back-and-forth flow isC,=2.70, which approximates within 21 dependent temperature field inside each tube, @83, (29). The

percent the data of Fig. 7.
The same method leads us to the correlation foQhg, values

equality of these two time scales means that the tube fills itself
with “useful fluid” during each stroke, or that the tube volume is

of Figs. 6 and 8. The order of magnitude replacements for Edssed to its fullest. The predicted tube size, Ef), and the maxi-

(14)-(16) are, respectivelyq”~kAT/ry, q;~kATL, andq;
~KATL. Theq;, scale allows us to write Eq17) approximately

as
100
2 N
O B=10
4 AN
Ul 10 A
107 6
A 10 O A oo
AN
Qumax U A
DA A
1§ <«— stopand O 0
2 o n 0 A F10
a1 5 s Quax
0.1 o 0O Ly
o backand —>
O @ forth
0.014 O Lo.1
@)
T T T 0.01
0.1 1 10 10 10°
[-1gY2

Fig. 10 Correlation of the numerical data for the maximum
heat transfer per flow cycle and unit volume, cf. Figs. 6 and 8
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mum heat transfer rate per unit volume, E8¢4), are supported by
the large number of results developed numerically. An important
feature is that the optimal tube radius does not depend on the time
scale of the flow pulsation. The optimal radius increasek'¥s

and decreases asP,, 2.

The rate of heat removal per unit volume is greater in back-and-
forth flow than in stop-and-go flowFigs. 4 and 10). The opti-
mized tube size, however, is practically the same for both flow
regimes. This means that the optimized geometry is robust relative
to changes in external parameters such as the flow direction and
frequency of pulsations. Robustness was also a feature in all the
internal structures optimized for steady-flow cooling, which were
reviewed in the Introduction.

The experience with the optimization of geometry for steady-
state heat transfer showed that the constructal optimization
principle—optimal  internal  structure for best global
performance—works in all the applications in which it has been
used[1]. Optimal spacings have been developed for simple geom-
etries(e.g., parallel-plates channgklsnd complicated geometries.
Similarly, the principle that in this paper was demonstrated for a
relatively simple designround, equidistant tubgscan be ex-
pected to apply in more complex designs with pulsating cooling
flows. These extensions deserve to be considered in follow-up
studies, in the wide arena of engineered and natural flow systems

[1].
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Nomenclature

A = frontal area,
B = pressure drop number, E(.0)
Cq,r = coefficients, Eqs(32), (36)

k = thermal conductivity, W/m K
L = tube length, m

n = number of tubes

P = pressure, Pa

gy, = total instantaneous heat transfer raté, Eqs.(15), (20)

Spacing on Free Convection between Heated Parallel Plates,” ASME J. Heat
Transfer,114, pp. 515-518.

[8] Bejan, A., Fowler, A. J., and Stanescu, G., 1995, “The Optimal Spacing Be-
tween Horizontal Cylinders in a Fixed Volume Cooled by Natural Convec-
tion,” Int. J. Heat Mass Transf38, pp. 2047—2055.

[9] Ledezma, G. A., and Bejan, A., 1997, “Optimal Geometric Arrangement of
Staggered Vertical Plates in Natural Convection,” ASME J. Heat Transfer,
119, pp. 700-708.

[10] Nakayama, W., Matsushima, H., and Goel, P., 1988, “Forced Convective Heat
Transfer from Arrays of Finned Packages,” @ooling Technology for Elec-
tronic EquipmentW. Aung, ed., pp. 195-210, Hemisphere, New York.

[11] Nakayama, W., 1994, “Information Processing and Heat Transfer Engineer-

TGy, = dimensionless total instantaneous heat transfer rate, Eqgs. ing: Some Generic Views on Future Research Needs,Cawoling of Elec-

(19), (21)
q” = heat flux, W/nK

tronic SystemsS. Kakac, H. Yacuand K. Hijikata, eds., Kluwer Academic,
Dordrecht, The Netherlands, pp. 911-943.
[12] Knight, R. W., Goodling, J. S., and Hall, D. J., 1991, “Optimal Thermal

Q.. = dimensionless measure of the average heat transfer rate Design of Forced Convection Heat Sinks—Analytical,” ASME J. Electron.

per unit volume, Eqs(18), (24)

r = radial direction, m

ro = tube radius, m

S = spacing between tubes, m
t = time, s

t. = period of pulsation cycle, s
T = temperature, K

T, = wall temperature, K

To = coolant inlet temperature, K
u = longitudinal velocity, m/s

x = longitudinal direction, m

Greek Symbols

o = thermal diffusivity, nf/s
A = difference

N = length scale, m, Eq10)
p = viscosity, kg/sm
o = geometric ratioS/(2rg)

Subscripts

max = maximum
opt = optimum
Superscripts

(") = dimensionless, Eqs5)—(7)
() = time averaged
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Directional Spectral Emittance
of a Packed Bed: Correlation
Between Theoretical Prediction
and Experimental Data

Directional spectral emittance of an absorbing and scattering isothermal system of
packed spheres is predicted by a radiative model based on the discrete ordinates method.
Radiative properties for the bed of packed opaque spheres are obtained using geometric
optics laws corrected with a scaling factor to take into account the dependent scattering.
This model requires the knowledge of several parameters. Particle diameter and porosity
can be easily obtained, but particle hemispherical spectral reflectivity is very difficult to
obtain a priori. This particle reflectivity is determined by an identification method (Gauss
method of linearization) applied to bidirectional spectral reflectance data obtained from
an experimental device using a Fourier transform infrared spectrometer. Directional
spectral emittance is measured using a direct radiometric technique that has been re-

cently proposed. For a system of packed opaque spheres at high temperature, good
agreement is observed between experimental results of directional spectral and computed
theoretical data. [DOI: 10.1115/1.1338134

Keywords: Heat Transfer, Packed Beds, Participating Media, Porous Media, Radiation,
Spheres

Churchill [8] experimental results than his previous transfer cal-

Introduction
Thermal radiation is the predominant mode of ener transf(élrjlaﬁonS based on uncorrelated-scattering theory.
P 9y Singh and Kaviany{9] presented an approach for modeling

In mlany eng!nteerlng systtemsd. Atr\]/w;je variety of th?sg ISySteragpendent radiative heat transfer in beds of large spherical par-
INvolves semi-transparent media that aré porous materials or 1ejqq (geometric optics theojy They showed that the radiative

dia containing p_artlculates that play a key-role in th? rad'at';ﬁro erties for a bed of opaque spheres can be obtained from the
transfer mechanisms. Some examples of these materials are spf. o dent properties by scaling the optical thickness while leav-

fibers, foams, reticulated ceramics, and packed sphere system. Al ihe albedo and the phase function unchanged. The scaling

extgnsive revievx{ of the radiative__ ”"?‘“Sfer in dispersed m?qia Wetor was found to depend mainly on the porosity and was almost
carried out by Viskanta an.d Mengun. 1989[1] a}nd by B"’.“”'s' independent of the reflectivity. These authors also concluded from
Doermann and Sacadura in 1988 with a specific attention {0 s s4,gy that the results obtained from the correlated-scattering
advances that have been made since the beginning of the 19905,/ of kamiuto do not generally show good agreement with the
Radiative heat transfer through a system of randomly packggh iis obtained from the Monte Carlo method.
spheres has received much attention due to its many industriagnes et al[10] measured the spectral directional distribution
applications. Such media are semi-transparent. A number of thg-agiation intensity at the exposed boundary of a packed bed of
oretical and expe_rlmental studies have bee_n |_'eported in the “teé%'aque spheres using a direct radiometric technique. The purpose
ture. These studies have shown that radiative heat transfer githese measurements was to provide an experimental data base
volves complex radiative interactions between the individugf radiative intensity with which to correlate intensity field solu-
spheres due to the closely packed sysf8p]. Results of previ- tions of the radiative equation in packed beds. Intensity exiting the
ous studies have led to a better understanding of the radiative hgad was numerically simulated using a discrete ordinates solution
transfer mechanism in a packed-spheres system. to the radiative transfer equation, with combined mode radiation-
To this end, Brewster and Tigh] applied a two flux model to conduction solution of the coupled energy conservation equation.
calculate the hemispherical transmittances of a packed bedR¥diative properties were computed using the large size parameter
spheres; radiative properties were predicted from uncorrelatesbrrelated-scattering theory from Kamiud]. The measured in-
scattering theory. Yang et d6] used the Monte Carlo method totensity results showed good agreement with computed results in
simulate the energy bundle traveling through the voids of a begear-normal directions, though agreement in near-grazing direc-
They showed that the thermal radiative properties depend strongyhs was poor. With these results, they concluded that either ra-
on the packing structure and the size and emissivity of constituefiative transfer near the boundaries of this medium might not be
spheres. adequately represented by a continuous form of the radiative
Kamiuto [7] proposed a correlated-scattering theory for @&ansfer equation, or that the properties derived from correlated-
packed bed consisting of relatively large spheres. In this paperséattering theory were insufficient.
is found that his transfer calculations based on correlated-The objective of this paper is to present and to compare two
scattering theory provide better agreement with the Chen amthodologies to determine directional spectral emittance of
packed beds:

Contributed by the Heat Transfer Division for publication in thBURNAL OF
HEAT TRANSFER Manuscript received by the Heat Transfer Division November 23,
1999; revision received, July 7, 2000. Associate Editor: M. P. Menguc.

» One is a coupled theoretical-experimental approach; it uses
theoretical model and parameter estimation technique.
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* The other is experimental, it is based on a new device using a Table 1 Morphological parameters
direct radiometric technique.

Sample  Sample Thickness f, Sphere diameter

First, the packed sphere systems studied are described. Then
coupled experimental-theoretical approach is presented. En  reference L (mm) d (pum)
tances are calculated by solving the radiative transfer equation
using the discrete ordinates method. Radiative properties are f 1 3.24 0.768 100
dicted with geometric optics theory combined with correlate
scaling factor for large size parameter proposed by Singh a 2 2.93 0.730 200
Kaviany[9]. This model requires knowledge of the particle mor
phological characteristigparticle diameter and porosjtand par- 3 2.94 0.689 300
ticle spectral hemispherical reflectivity. Particle dimension an '
porosity can be obtained from microscopic analysis but the pe 4 491 0.612 400

ticle spectral hemispherical reflectivity is very difficult to obtair
directly. For that reason this parameter is identified with the Gauss

linearization method. This approach uses experimental and theo-

retical results bidirectional spectral reflectance for a bed of ran-

domly packed spheres. The theoretical model calculating spectral . .

bidirectional reflectance is described. Although the solution is alddreoretical Emittance Model
based on the discrete ordinate method, the methodology differ

¢ th it del: for the reflect th di "Radiative Transfer Equation. The Radiative Transfer Equa-
rom the emittanceé model, for ne refieclance case, the meaium;ig, (RTE) describes the variation of the spectral radiative inten-
assumed cold and the boundary conditions are different from t

ffy for an absorbing-emitting-scattering medium in a given direc-

ones cc_)n5|dered for emitting medium. The_ experimental devuﬁg as a function of optical depth. For an azimuthally symetric
measuring reflectance data includes a Fourier Transform InfrarﬁP dium. the RTE can be written as

Spectrometer. Results of identified hemispherical reflectivity o

oxidized bronze particle are presented. (7, m)
Then the paper describes the new experimental dejite p— o th(np)=S(7.pnT), (1)

aimed at measuring the spectral directional emittance of semi-

transparent medigpacked spheres systénThe temperature gra- where the source term is:

dient in the sample has been minimized. Thus, measurements of °

spectral directional emittance at high temperature in the infrare —1_ v

range have been carried out on packed spheres samples. %”(T"“’T) (1= o)hw(T)+ 2

Finally experimental and theoretical results of directional spec- ) ) ) o
tral emittance are compared. whereu=cos(), 6 is the direction of the propagation in the me-

dium as measured from the normal of the samplér, ) is the
spectral intensity of the radiatioh,,(T) is the blackbody inten-
Packed Spheres System sity, is the optical coordinate] is the absolute temperature,is
The radiatively participating porous medium considered in thi§e albedo, which is the ratio of the scattering to the extinction
study is a monodispersion of oxide bronze spherical particles. Itdsefficients, ang(u,u") is the scattering phase function.
assumed that the packing geometry is random. When heated, thBoundary conditions for an isothermal semitransparent plane
bronze oxidizes and a black oxide forms on the particle boundamedium, without external incident radiation, is expressed in the
surface. In order to ensure that oxide growth does not contint@lowing form:
during measurements, the samples are heated in a furnace at 923
K for 72 hours. Four different samples are studied. Figure 1 de- =0 L(0u)=0 n>0 @)
picts the picture taken from a microscope for particle sample #3. r=79/2 1\(7ol2,u)=1\(70/2,— ) p<0.

For each medium, spheres are assumed to have a uniform digm- - 2 h £ th
eter, as specified by the supplier. The dimensional characteris%%eblbec::_ndary condition for=7o/2 is due to the symmetry of the

of the four samples are given in Table 1. The bed thickiess ™ 1o niformity of temperature within the packed bed can be
particle volume fractiorf, and particle diameted are also out-

1
fﬁllx(ﬂu’)p(u’,u)du’ ,

lined in the Table 1. Samples are solid, spheres are linked. written as:
0<7<79/2 T(7)=T, 3)
The directional spectral emittance of the medium is defined as:
1\(O,n)
g0, To)=—=— >0. 4
)\( M O) I)\b(TO) ( )

Solution Method. Spectral directional emittance of absorbing
and scattering isothermal packed-spheres system is predicted us-
ing a radiative model based on the DOM associated with the con-
trol volume method. This model differs from the reflectance
model by the fact that for emittance, the emission term of the
medium is accounted in the RTE. The boundary conditions are
also different. A quadrature with integration limits from 0 to 1
over 120 directions is consider¢d?2]. This quadrature satisfies
key-half-moments of the radiative intensity and matches measure-
ments in the normal-direction. A linear scheiftkamond)is em-
ployed to evaluate the radiative intensity in the control volume
and a variable mesh with a grid concentration near boundaries is
Fig. 1 Picture of packed spheres sample  (#3): magnification is used to avoid oscillations or negative values of the radiative
45; scale bar depicts 100 um. intensity.
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Radiative Properties. The radiative properties required to The method used in this work is the Gauss linearization method
solve the radiative transfer equation are the spectral volumet(jd5]) that minimizesF by setting to zero its derivatives with
scattering and absorption coefficients and the spectral phase fumspect to each of the unknown parameters. This nonlinear param-
tion. The properties of the packed bed can be obtained from tater estimation problem is solved iteratively. For each iteralion,
particle radiative properties by adding up the effects of all thiae following equation is obtained:
particles[13]. Consequently, the radiative properties of the me-
dium can be determined using the following parameters: particle N AR
diameter(d), particle volume fractionf(,)), and particle spectral 2 (—“
hemispherical reflectivityd, ). Assuming spherical shape for par- =1\ dpx
ticles, absorption, extinction and scattering coefficients as well as
scattering phase function can be calculated from the Mie theory.The solution of this equation give};p‘;, that is added t(p'{ for
Two independent parameters, complex index of refracijrafid  each iterationk. The convergence is obtained whexp¥/p¥
the size parametenx(=md/\) are required as input. When the< 1073, More details of this technique are available in the litera-
particle size parameteris much greater than unity and when theyre[16].
refractive index is not too smalk(fi—1[>1), the series expan-  For each wavelength, the number of identified parameter is
sions used to evaluate the expression in the Mie theory conveiggs (), the number of measurement directionNs=12. The
very slowly. For these cases, it is preferable to use geometrigglio of the number of measurements to the number of unknown

optics theory to predict the radiative properties. The details of theyrameter is 12. This ratio being large, the identification is
model for independent radiative properties prediction are given Bypropriate.

Brewster[13]. If a packed bed consists of large diffuse spheres,

2

k N IR k
(Apx)k={2 (Rti—Rei) &_“} . (11)
i=1 Px

then the uncorrelated radiative properties becéine subscript Experimental Setup. The experimental setup used to mea-
means uncorrelated sure infrared bidirectional reflectances is schematically shown in
Fig. 2. It has been already used in the literafiiié]. The objec-
p(p)=(8/3m)(V1—pu’~pmcos ™ p) (5) tive in the experiments is to determine the fraction of the incident
_ 6 beam reflected by the sample in the wavelength range gfuh8
@u= Py ) 11.0 um. The spectrometer is a FTS 60 @io-Rad Inc.), of
Bu=1.5f,/d. (7) Fourier transform type. The source of radiation, which approxi-

. . . mates the blackbody emission spectrum at 1300°C, is a ceramic
Singh and Kaviany[9] presented scaling factors so that theyopar, An entrance stop with a movable héled mm diameter)

independent radiative properties can be scaled to give the depgBtermines the solid angle of the beam. The incident beam, taken
dent properties of the particulate media. The scaling facfor, normal to the sample surface, is collimated with a small diver-
proposed by Singh and Kaviarg], is evaluated by finding the gence angle of 2.3 degree. The Michelson interferometer principle
ratio of the slopes calculated by the Monte Carlo mett®idgh 5 ;sed 18], so that the exit beam can be measured by a detector,
and Kaviany[9]) and by independent theory. The scaling factofe 4 function of path difference between the fixed and movable
scales the extinction coefficient, leaving the phase function apgrors (Fig. 2). The detection system, composed of a spherical
the albedo unchanged: mirror collecting the beam and concentrating it on a detector
= HgCdTe(1.8—15um range), is mounted on a goniometer arm to
Bec=vBuy 8) o . . . .
) allow bidirectional reflection measurements in the plane of inci-
The values ofy for p,=0.9 andf,<0.7 can be obtained from gence. Both the spectrometer and the detection system are purged
the following polynomial expression: with dry air and connected to a data acquisition system.
y=1+1.84,—3.152+7.2f3, 9) The experimental arrangement allows the measurement of spec-
v v tral reflectance. The sample holder permits measurement of en-
Since the effect of particle hemispherical reflectivity gris  ergy with and without sample. When there is no sample, the en-
small (Singh and Kaviany9]), Eq.(8) can be used to obtain theergy is measured in the incident directiorfreference
value for other particle hemispherical reflectivities. measurement). When a sample is mounted on the sample holder,
The parameted and f, can be determined from microscopicthe detection system is rotated around the sample in different
analysis. The main difficulty remains to determipg. The par- backward directions to measure the reflected energy. The ratio of
ticle spectral hemispherical reflectivityp() cannot be obtained the reflected to the incident energies provides the reflectance,
from direct measurement. Moreover, because of the great discrep¢g,\), which is defined as:
ancy in the reported dafd4]it is not possible to obtain its values
from the literature. The problem is not necessarily due the inac- 1(6,\)
curacy of the methods used for measurements, but from the type R(0,N) = a0
of materials themselves. For the same chemical composition, re- 0¥2%0

sults may be very different due to the thickness and roughness %ferel (6,\) is the reflected intensity in the directigrandl 3 the

]tcg?relzygdoeftg;%i?]);(:eb;:Ouvjrr]'ggart]hﬁwpe?rst'edr%etsh%ét has been pr%tensity of the collimated beam normally incident onto the

sample within a solid angld(,. When there is no sample the
o _ _ ) o incident flux detected by the sensor is proportional Jm(2,.
Estimation of Particle Hemispherical Reflectivity Note that in this study the effect polarization on bidirectional

This method uses experimental results of spectral reflectanégfiéctance is not considered.
(Re)) obtained for several measurement directionsfgr a given  Theoretical Model. Radiative transfer equation is solved nu-
sample, and theoretical reflectandg,() obtained for the same merically. The emission term does not need to be considered in
measurement directions and for the same samples.Rfh@re the RTE because of the optical modulation used in the experi-
calculated using different, , f,, andd as parameters. For eachments. The azimuthal symmetry is assumed. Spectral radiative

wavelength the objective is to estimate the parameietthat nroperties used in Eq1) are determined using geometric optics
minimizes the quadratic differen¢®) between the measured anciheory (Eqs. 5-7)combined with the scaling factdiEg. 9) of

12)

calculated reflectances over tNemeasurement directions: Singh and Kaviany9] that involves the unknown hemispherical
N reflectivity p, . The boundary conditions are given based on the
F(pa)= 2, [Ru(py) —Re” (10) experimental device:
=1 1 the medium is unbounded

242 | Vol. 123, APRIL 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



PM
movable

Beam Splitter

FTIR Spectrometer

SM = spherical mirror

Detector PM = plan mirror

HgCdTe

Sample

Incident Normal
direction
TN
+ Turn Table

Fig. 2 Experimental device using a FTIR spectrometer to measure spectral bidirectional reflectance

for plane of incidence [17]

2 a collimated beam of intensity with a divergence half-angle
0, is incident normally onto one sample face=(0). These
boundary conditions are expressed as:

1(Om)=1g
[(Ou)=0 0<pu<pu,,
T=19—1\(79,#)=0 <0

mosps<1
7=0—

(13)

where po=cosé,

Application to Packed Bed. Experiments were carried out
for four different packed beds of oxidized bronze spherical par-
ticles. The dimensional characteristics of the packed beds are
given in Table 1.

Measurements were performed for all the 12 backward direc-
tions of the quadrature. Spectral reflectance data were obtained for
120 wavelengths in the range from 1.8n to 11.0 um. These
wavelengths correspond to the points shown in Fig. 3.

The particle spectral hemispherical reflectivities were deter-

The DOM is applied to solve the integro-differential equatiofined from sample bidirectional reflectances using the parameter

(Eg. 1) without the emission term. Details of the solution methestimation method described above. It can be recalled that this
odology have been reported by Nicolfl0]. A quadrature over Method is based on a minimization of the quadratic error between
24 directions is adopted in the DOM. The spherical space is dffieoretical and experimental data of spectral bidirectional reflec-
cretized into 12 directions for the positive rangewoéind 12 other tance(theoretical reflectance are obtained using the DOM with a
symmetric directions for the negatiye This quadrature is a com- quadrature over 24 directionsThe estimated values of the par-
bination of two Gaussian quadraturEk9]. This solution, com- ticle hemispherical reflectivity are shown on Fig. 3 for all four
bined with the radiative properties prediction model, allows th@@mples. These results are then used to calculate radiative proper-
determination of theoretical reflectances from the parametersties from Eqs(5)—(9). Doermanrj20]has shown that uncertainty

f., p, of the sample subjected to a collimated incident flux.  for the estimated hemispherical reflectivity from this parameter

6.00E-02
06
eéeéééééoooa ess b b R 5.00E-02
JE‘ 05 o°o°°°ggﬁ°°838 g o 8 e
B 4l AT LY ! 400E02
3 0.4 - e
3 03] > Sample 1 ¢ 3.00E-02
. a
1 o Sample 2 n experimental
% 0.2 N Sample 3 : 2oEL2 e theoretical
E 0.1 o Sample 4 1.00E-02
0-0 M ) 4 i 4 t M T T T ¥ T T T v 1 M 1 0.00E+00 -+ ' —+ " 4 + ;
1 2 3 4 56 6 7 8 9 10 2 4 6 8 10 12 14 16
Wavelength [pm] Wavelength [um]

Fig. 3 Particle spectral hemispherical reflectivity: values ob-
tained from the parameter estimation approach.
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Fig. 4 Experimental and theoretical reflectance for sample 1
for an angle of 170 deg with the incident direction
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estimation method are very weak. They are independent of thg an infrared camera. This technique leads to a temperature map
uncertainties in the porosity and particle diameter. of this surface directly related to the energy distribution of the
Experimental and theoretical results of reflectance are comaser beam. In addition, this method provides information on the
pared. There is a good agreement, deviations are less than dhifface temperature fluctuations over time. Temperature cartogra-
experimental uncertainties obtained by measuring reflectance sghy measurements are carried out when using the laser beam with
eral times for the same sam(jl20]. Results are shown on Fig. 43nd without the kaleidoscope and are compared to point out the
for sample 1 for the backward directigi= 170 deg. For the other efficiency of this homogenization technique. The use of a mono-

samples and other directions results are similar. chromatic sourceN=10.6um) permits separation of the radia-
tive flux due to the source from that coming from the sample itself
Emittance Measurement as spectral measurements are performed.

The objective of this section is to describe the experimental Temperature Measurements. Pyrometric determination of
assembly used in this worlFig. 5) for measuring the directional he temperature generally requires the preliminary knowledge of
spectral §m|t;[]ance. This experlrrgi.entall sert][mp)] v;qs developed e material emittance at the temperature, the wavelength and in
to minimize the temperature gradient in the medily ensuring e girection of the measurement. The sample temperature is de-

a nearly isothermal volun)egnd the radiative flux incoming from termined by pyrometer measurements in the wavelength range
any external source. The isothermal condition in the medium f[s m 1.5 um to 1.6 um. It is assumed that emittance is not

achieved by simultaneously heating both sides of the sample wi . . .
a high power lasef4 KW, CO, 10.6 um) which was split into two strongly dependent on temperature. The emittance used in this
identical beams us,ing a  beam splitter (50 IC)ercentr_neasurement is obtained from the transmittance and reflectance

50 percent=L percent). The power of both laser beams is medneasurements performed at room temperature obtained with a

sured by a calorimeter; these measurements show that ene%?_@;kin-l_zlmer Lambda 900 spectromete(Emittance=1-
nsmittance-ReflectanceUncertainty of the pyrometric mea-

coming from each side may be matched to be equal to within 'f& _ _
percent. surements are studied. Indeed, after to have verify that tempera-

As the energy distribution of a laser beam is not uniform, twgire measured by the pyrometer is the same for the two faces of
kaleidoscopes are used for homogenization of energy distributi@mple, temperature of one face of the sample is measured with a
[21]. A kaleidoscope is a copper tube with a square opening. TH@rmocoupl€of type K) and is compared with temperature mea-
tube faces are buffed as mirror. Preliminary tests on thermal paséred with pyrometer. A relative deviation on temperatures infe-
show that good homogenization is obtained by using the kaleidder to 3.5 percent is observed for the four samples. This weak
scope with a square opening. Another technique to analyze #feviation seems to confirm the assumption that emittance is not
energy distribution is based on the temperature data providsilongly dependent on temperature.

Laser beam

Beam splitter

A 7 Calorimeter
il Beam splitter

n Infrared camera

7 Pyrometer

o Radio-spectrometer
Blackbody g

Fig. 5 Experimental device used to measure directional spectral emission. The radio-spectrometer and the pyrometer are
rotated to acquire the measurement on the blackbody.
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Radiometer Emittance Measurements. The procedure of
measurement of directional spectral emission is based on the defi-
nition of the directional spectral emittan@€q. 4). The radiometer
collects the heat flux emitted by the sample and by a reference
blackbody at the same temperature, through the same spectral
range and solid anglé-ig. 5). Under these conditions, the direc-
tional spectral emittance can be defined as the ratio of spectral

CC

mi

fluxes emitted by the sample and by the reference blackbody. et
Spectral measurement of the emitted radiation is carried out using §
an interference filter spectro-radiometer. The radiometer Heimann  ©
KT4S is mounted on a rotating arm allowing the measurement of
the radiation emitted by the sample at several angles. The sample g
area viewed by the radiometer during the measurements is a func- Q
tion of the direction of measurement. The surface area of the
sample heated by the laser beams ix12 mm. For a distance of
measurement of 30 cm, the view area of the radiometer is 1.5 mm

of diameter.

The radiometer, equipped with a bolometric detector, uses four Wavelength 2ym  3pm  4pm Spm
different narrow band infrared filters with center wavelength Measured . ° A *
(CWL) and half bandwidth(HBW) of: 1.99+0.10um, 2.97 Predicted . o R )
+0.12um, 4.0040.15um and 4.99:0.17um. Center wave-

length and half bandwidth tolerance 1s30 nm.
. . . ) Fig. 6 Comparison of measured and predicted spectral direc-
System Calibration. The experimental device(spectro- tional emittance of sample 1  (L=3.24mm, f,=0.768, d

radiometer)needs to be calibrated so that millivolt reading,Y =100 um, and T=870K)
taken from the samples can be directly converted to absolute spec-
tral directional intensity I,). Using a blackbody reference, a
spectral calibration factor,) is directly obtained by relating the samples considered. For the angular range 26<d&g160 deg
spectral blackbody intensity evaluated at the known temperatyge s mpjes #2 and 3 the relative difference between measure-
to the millivolt radiometer reading of the blackbody radiationment and prediction is less than 7 percent, and for samples # 1 and
This factor is used to relate millivolt readings from the sample @ the relative difference is less than 11 percent. For each sample
absolute spectral intensities. The radiometer calibration factorgeveral emittance measurements were performed; overall the re-
defined as: sults were repeatable.
If the test sample is not sufficiently thin and if the measure-
5S5Q  [rranz ments are attempted at high temperatures, the samples may dis-
VAE] Iao(Tp)dN (14) | : . >
(To) Jaanse play an internal temperature gradient. This may be a reason of
having larger errors in estimated emissivity values for samples #1
V, (79,04, T)F\(T) and #4 than for samples #2 and #3. Samples #1 and #4 are thicker
(T, p )= —— s (15)  than #2 and #3.

) ] ~ Within the angular interval of 5 deg#<20deg there is
wheresSis the sample surface projected onto a plane perpendiGHereasing  disagreement, the measured emittance decreases
lar to the incident beam§ () is the detection solid angl@\ is the hile the predicted emittance remains relatively constant. This
wavelength interval. behavior can be explained, as suggested by Joh@k by the

Uncertainty Analysis. The emissivity can be expressed by
the following relation:

FA(Tp) =

Vi (70,4, T)FA(T)

ex(to,u,T)= NTAND :
5smj L p(T)dA
N—AN2

(16)
As a result, the experimental uncertainty in the spectral emissivity

IS:
2+ f9‘9AU 2
AT, o)

r?s}\U \2+ dey U
ﬁ T av)\b VAb

de
2 A
Uer :(a—Wva

+

whered\, § S, andS5() are considered to be perfectly repeatable.
As shown by Jones et al.22], considering thaff,~T and
Ivo(Tp)=1\p(T) the epxerimental uncertainties are:

Directional emittance

4 2
+(%) (Urp2+U72).  (18)

Uncertainties are calculated for 20 deg=<160 deg. For samples Wavelength 2pm 3pum 4pm Spm
referenced 1, 2, 3 uncertainties are 7 percent and for sample 4 they Measured = . A .

are 11 percent. Predicted o ° ° °

6Vg
U9A2:(1+8)\2)(_V t2,90
s

Discussion of Theoretical and Experimental Results _ , _ _
] ) Fig. 7 Comparison of measured and predicted spectral direc-
Figures 6-13 show comparisons between measured and pishal emittance of sample 2  (L=2.93mm, f,=0.730, d
dicted spectral directional emittances for the four different200 um, and T=917 K)
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Directional emittance

(smeasured-spredided)*1 00/e gzurea

Wavelength 2um 3pm 4pum Spm
Measured = U A .
Predicted - ° s o

Fig. 8 Comparison of measured and predicted spectral direc-
tional emittance of sample 3  (L=2.94mm, f,=0.689, d = 2um ® 3um

=300 um, and T=890 K) A 4 um ¢ 5 um

o ) Fig. 10 Relative difference between measured and predicted
fact that radiative transfer near the boundaries of the packed hg@ctral directional emittance of sample 1 (L=3.24mm, f,

might not be adequately represented by a continuous form of th®.768, d=100 um, and T=870K)
radiative transfer equation.

The good agreement between the predictions and the measured | . )
data indicates that the method is reliable. It should be pointed oltaterials; for non-opaque materials, it should be a volume prop-
however, that such comparisons of emittance are of limited val@dy- Since the flux emitted by a non-opaque medium carries
unless the specimens are prepared from the same material B@rmation about the medium, its internal behavior must also
through the same process. Such factors as grain size and pordgﬁytaken into account in order to predict directional emittance
are expected to have a noticeable effect on emittance. Note tragcurately.
emittance is always considered as a surface property for opaque

B
:
W
S—
3 S
-—
)
*
g g
o 4
E ¢
RS g
8 é
A >
Wavelength 2um 3um 4pm Spm ® 2ym e 3um
Measured = o A . A 4uym e 5ym
Predicted o ° a °
Fig. 9 Comparison of measured and predicted spectral direc- Fig. 11 Relative difference between measured and predicted
tional emittance of sample 4 (L=4.91mm, f,=0.612, d spectral directional emittance of sample 2 (L=2.93mm, f,
=400 um, and T=888K) =0.730, d=200 um, and T=917 K)
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« a theoretical approach to estimate the emittance of a packed
bed using fundamental physical parametersd, p, .

The spectral directional emittance of an isothermal packed bed
of monodisperse, opaque, large spherical particles is measured
using a radiometric system. The spectral directional emittance is
predicted using a radiative model based on the discrete ordinates
method associated with the control volume method to solve the
radiative transfer equation. Dependent radiative properties used as
inputs to the radiative transfer equation are calculated from the
geometrical optics theory combined with a scaling factor. The
parameters used to find the uncorrelated radiative properties re-
lated to geometrical optics are determined from microscopic
analysis and a parameter estimation technique to determine the
hemispherical reflectivity of the materiap(). This estimation
approach uses experimental results of spectral bidirectional reflec-
tances obtained for several measurement directions for a given set
of samples, and theoretical reflectance obtained for the same mea-
surement directions as the experimental ones and for the same
samples.

The comparison of model predictions and experimental data for
packed-sphere bed shows good agreement with an error of less
" 2um e 3um than 11 percent; this error is on the same order of experimental
A 4 pum ® 5 pum uncertainty. If the hemispherical reflectivity is identified and the

morphological parametefporosity and grain sizeof the packed
spheres are known, the model can be used to compute the direc-
tional spectral emittance. However, the compared values diverge

(emeasured-epmdloted)* 1 OO/emeasured

Fig. 12 Relative difference between measured and predicted near grazing angles. This suggests that development of a more
spectral directional emittance of sample 3 (L=2.94mm, f, detailed radiation model for packed-sphere system appears
=0.689, d=300 um, and T=890 K) warranted.
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Nomenclature

= 2r, particle diameter

quadratic difference

volume fraction

= intensity

= thickness of a participating medium

= number of directions in discrete ordinates method
(DOM)

= phase function

= reflectance

term source

= absolute temperature

= uncertainties

= 2mxr/\, size parameter

Greek Symbols

T Ta
[l

<

2 —
|

x CHpUo
Il

B = extinction coefficient
» 2um ® 3um 6 = direction of propagation as measured from the normal
A 4um ® of the sample
W Sum e = emittance
N = wavelength
v = scaling factor
Fig. 13 Relative difference between measured and predicted m = cosf ) ] o
spectral directional emittance of sample 4  (L=4.91mm, f, p = particle hemispherical reflectivity
=0.612, d=400 um, and T=888 K) T = optical coordinate
79 = optical thickness of the sample
Q) = solid angle
c lusi o = albedo
n ion .
(I) Chl_JSO s q bed Subscripts
n this paper, we described:
pap b = blackbody
« an experimental methodology permitting to measure the di- ¢ = correlated
rectional emittance of packed-spheres system, and e = experimental
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Infinitesimal-Area Radiative
Analysis Using Parametric
1o | Surface Representation, Through
kyle_daun@mail.utexas.edu N U R B s

K. G. T. Hollands

The use of form factors in the treatment of radiant enclosures requires the radiosity be

University of Waterloo, approximated as uniform over finite areas, and so when higher accuracy is required, an

Department of Mechanical Engineering, infinitesimal-area analysis should be applied. This paper describes a generic
Waterloo, Ontario, infinitesimal-area formulation suited in principle for any enclosure containing a trans-

Canada N2L 3G1 parent medium. The surfaces are first represented parametrically, through ‘“non-uniform

rational B-spline” (NURBS) functions, the industry standard in CAD-CAM codes. The
kernel of the integral equation is obtained without user intervention, using NURBS algo-
rithms, and then the integral equation is solved numerically. The resulting general-
purpose code, which proceeds directly from surface specification to solution, is tested on
problems taken from the literature[DOI: 10.1115/1.1351168

Keywords: Heat Transfer, Numerical Methods, Radiation

Introduction Textbookg 1-3] have recognized the basic two-variable character

. . : of the integral equations, although the specific solutions that they
As currently practiced, radiant enclosure analyses often invol oéport are for single-variable problems.

form factors, even though their use requires the approximation Infinitesimal-area analysis for single-variable problems was

e emon e et el o8 e o aconJsl. eveloped by BUckiey(4S|. who uealed izmperaire:
which car:] only be reduced by dividing the enclosure into progresr_)ecified circular-cylinders. Hottel and Kellgd] developed a nu-
sively smaller areas. Infinitesimal-area analysis eliminates thi erical technique, for treating cylindrical-enclosures of circular

drawback. and rectangular cross-section with adiabatic side-walls. By ne-

In this paper, by epresening th surfaces paramericaly, fECT FAGOSY Yateton sround e ot s secion,
arrive at an explicit formulation of the two-variable integral equa- y 9 P '

. . e : - strictly they are not. In other single-variable treatments, Sparrow
tion associated with infinitesimal-area analysis. The kernel in this S
explicit form is found to be “generic” in the sense that it has th hd Albers[7] and Sparrow et all8] analyzed the cylindrical

same general form regardless of the enclosure geometry. The gnclosures first treated by Buckl@$,5], and Usiskin and Siegel

9 . 9 . . 9 Y- ’i@ﬁ treated the circular-cylinder with black, temperature-specified
nel can be obtained directly with algebraic steps that involve tal “ds and a heat flux-specified lateral surface
ing derivatives but not integrals. Such steps can be programmeda p :

ing o X .
. . h arrow and Haji-Sheikfj10] were the first to treat two-
terms of computer algebra, and for a given size grid, the whal P .

process can be made to proceed automatically from surface sp& riable problems. They analyzed the problem of opposing square

fication to solution %a-tes separated by zero-radiosity side-walls. Later, the same au-
o . o ._.._thors treated the two-variable problem of adjoining square plates
e e e o). wih agai zero-adiosty wals foring he rest o the -
area analysis. Single-variable problems are those which can sure. Their method was to solve the integral equation analyti-
reduced to solving an integral equation in one independent v F—‘Iy’. either using a varlatlonz_al_mgthqd, or by use of ortho-n_ormal
able, like the one iy(x) unctions and least square minimization. Both of the two-variables

cases treated by Sparrow and Haji-Sheikh involved only two ra-

b diating surfaces, both being flat.
y(x):f(x)ﬂ\j y(Ok(x,t)dt, 1) Several other numerical methods, such as view-factor methods
a and Monte Carlo methodsl2,13]have been developed to treat

two-variable enclosure problems. Tan et fl4] summarized
whereas for two-variable problems, the subject integral equatisame of the more recent work, especially approaches developed
is in two variables, like the one in(x,y) for treating enclosures containing participating media. To our
knowledge, however, none of these methods apply the
infinitesimal-area analysis method through the parametric repre-
Z(x,y)=f(x,y)+\ z(u,v)K(x,y,u,v)dudv.  (2) sentation of the enclosure surfaces. There are some advantages to
Ruw this technique, as this paper will endeavor to demonstrate.

. . . . In this paper, after reviewing the parametric representation of
I2n (tjh(le(_sedeqkuatlone/vry? are Fredholm ;‘ntegral quatlorlls of tlh%urfaces, we derive the general equations from which the kernel
nd kind), k(x,t) and K(x,y,u,v) are the appropriate kerne S-for the two-variable problem can be obtained from the functions
_ defining the parametric representation. We then describe a general
1I_Drese_nt address: The University of Texas at Austin, Department of Mechani¢alathod for solving the integral equation by numerical methods.
E”%'”eef'ng' Austin, Texas, 78712-1063 o Taken together, these two steps have been implemented into a

ontributed by the Heat Transfer Division for publication in thBURNAL OF . L
HEAT TRANSFER Manuscript received by the Heat Transfer Division November 8§|ng!e g.eneral code, and the code has been exerused on several
1999; revision received October 3, 2000. Associate Editor M. P. Menguc. infinitesimal-area enclosure problems taken from the literature.
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Fig. 1 Parametric representation of an enclosure surface

For representing surfaces parametrically, the non-uniform ratio- ) o
nal B-splines, commonly called “NURBS{15,16]was adopted Fig. 2 Geometry between two-infinitesimal areas
for these test cases. This representation is widely-used in CAD-
CAM, and computer graphics, and the versatility of the existing
NURBS algorithms and its wide-ranging literature provides one of
the main attributes of the present approach. NURBS methods héwénitesimal changes in parametarg andv, . The infinitesimal
been devised to represent almost any engineering surface iargadA, cut out on surfacé whenu, goes fromuy to u,+duy
compact, standardized formulation. andvy goes fromuy to v +duy is

In the first part of this paper, the method is developed assuming _
an “unobstructed” enclosure—that is an enclosure where the path dA(u) = (U dudo, Q)
between any two-points on the enclosure surface is not blockediitereJ,(u,) is the discriminant, given by
another part of the enclosure wall; in other words, every point on 5 5 11/2
the enclosure surface can “see” every other point. The exercising 1 9(Qk, Ry (R, Py) (P, Qu)
of the method on test cases involving unobstructed enclosures is‘]k(uk)_ AUy ,vy) + Uy ,vp) + Uy ,vy) !
reported next. An extension to obstructed enclosures is discussed (5)
in the final section. This extension is, however, not exercised o

any test cases in the present paper, which is mainly aimed" 41®®
introducing the basic ideas of parametric representation, through aQu(U)  dQu(uy)
NURBS.
QR | Uk Juk ©)
(9(Uk,Uk) (?Rk(uk) ﬁRk(Uk)
Infinitesimal-Area  Analysis Through Parametric AUy A
Surface-Representation and similar expressions applying for the other Jacobians in Eq.

Parametric Representation of Surfaces. Consider an enclo- ®). .
sure composed d¥l diffuse-gray surfaces. For simplicity in rep- With such elemental areas, one can now express the radiosity

resentation, a uniform emissivity is assumed over each surfafguation as follows:

but this is not a necessary requirement for the method. Each sur- N
face is represented parametrically. In the case ofjﬂheurfa}ce,. qoj(uj):Bj(uj)+sz f f Qo UK (u;,up)dugduy, (7)
the parameters will be denotegl andv; , so the representation is k=1
expressed by Rup k
r=S(u;,v) =Sy, (3a) where forT-specified surfaces,
wherer= (x,y,z) is the position vector, two component vector Bj(uj)zsjan(uj), Gj=p;j (8)

uj=(u;,v;), and§=(P;,Q;,R;) is a vector function ol; and
vj. That is, to define the shape of th surface we write

x=P;(u),y=Q;(u),z=R;(uj). (3b) Bj(u)=0as;(u), G;=1. ©)

Parametersi; andv; are allowed to range over a restricted regiorl Ne kernelK(u;,uy), in integral Eq.(7) is given by
Ruyj in the (u;,v;) plane, and as they do so, the tip of the position

vector (with tail at the origin carves out the surface in real space, K(uj,u)= 5
as shown in Fig. 1. Thus the three functidds, Q;, andR; and 7T|%k(uj )|

the regionR,,; completely define the" surface, both in terms of \ypich js equal to the form factor frordA to dA,, divided by
its shape and its extent. The parametric representation of surfa&gﬁdvk' (If u=u,,K(u;,uy) is set equal tJo zeroThe kernel can
is explained in greater detail in certain calculus texts, for examplg, expressetjj in te’rmsJS’}‘(uj) andS,(uy), as follows. The vector

that of Adamg[17]. u; ,uy) in Eqg. (10) connectsS (u) andS,(u,) and is given b
The boundary conditions can be expressed parametrically. Ea%ls j+U) a.(10) SW) S g y

surface is assumed to have either a specified temperature distribu- Sk (U;,U) = Sc(uy) — §(uj). (11)
tion or a specified heat flux distribution. Thus, for any surface
we have eitheT;j=T;(u;) or qs;=ds;(1;).

and forg-specified surfaces,

€os6;(U; ,Uy) - COSH,(Uj , Uy) I (Uy)

., (10

The angleg), and ¢; are the angles between vecs(u; ,u,) and

the local unit-normal vectors on surfag@andk, respectively, as
Radiosity Equation Under Parametric Representation. In  shown in Fig. 2. Their cosines can, therefore, be found from ap-

the present formulation, the infinitesimal areas are produced pyopriate dot products. The unit-normal vectors are found from
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QxR d(R¢,Py) (P, Q)
A(Uy,vi) " AUy ,v) " (U ,vy)
Ji(uy)
with a similar equation applying fa¥;(u;). Introducingé (u; ,uy)
andég(u;,uy) as the unit vectors in the directiosg(u; ,u,) and

s4(u;,uy), respectively, the kernel can be rewritten as
[A;(U) - €y, up) T+ [ A (uy) - €4 (U, ) ]
7T|%k(uj )|

A (U) = (12)

K(UJ ,Uk)=

Ji(Uy)
(13)

the unit vectors being given by

. L Cosk(uu) Su) = §(W)
QK(uj :uk)__eKj(uj ,Uk)— |Sjk(uj 1Uk)| - |S((uk)_a(uj)|(14)

Fig. 3 Discretization of R,

Thus, once the enclosure surfaces are represented parametri-
cally, the kernel of the governing integral equations can be evalu-
ated by straightforward calculus operations. These operations can h(u')
be done automatically by using a computer algebra system, such k(u,u’)=j K(u,v,u’",v")dv’. a7
as MAPLE™ or Mathematica™. They can also be found directly g(u”)
using NURBS algorithms, as will be described later. It is to be noted that according to the right hand side of &),

Generalized Radiosity Equation. To get a form more con- we mig_ht_ expeck(u,u’) to be a fuqction ob as well asu and .
venient for numerical analysis, it is preferable to develop a goV.+ Putitis clear from Eq(16) that this must not be the case. This

erning equation containing one integral over the entire enclosUf$ans that the integral equation can be re-written as

rather than the sum dfl integrals over each enclosure surface, as b

in Eq. (7). This is accomplished by mapping all of the separate qo(u):B(u)+G(u)j Oo(u")k(u,u")du’ (18)

R,,; regions onto a single-v plane by a series of linear trans- a

formations. After mapping, these separate regions are combingsich is the single-variable radiosity equation.

into a single regiorR,,, in theu-v plane, withR,, encompassing

the total enclosure surface. The mapping must be such that nondlumerical Solution of the Integrated Equation. Analytical

of theR,; regions overlap after mapping, but by a suitable choicgolutions to the integral equations are ordinarily not possible, and
of transformation parameters, this can always be arranged. TH#nerical methods must be employed to find the radiosity distri-
entire enclosure is now represented by a sirigiece-wise)para- bution. First, the parametric regid,, is discretized into a grid of

metric equation and so E¢7) can be simplified to n elements, each centered a (v;) with a length ofAu; and a
width of Av;, as illustrated in Fig. 3(Figure 3 presupposes that
the sub-regions are rectangular, which is always possible with the
NURBS representation adopted hgrEach discrete element on
Ry, corresponds to a finite area element of the surface of the
enclosure. Equatiofil5) can now be rewritten by approximating

_ _ ; th
where B(u) =B;(u;) and G(u)=G; whenu lies on thej* part  the integral by a summation of the contributions from all the dis-
Ry, - The procedure for finding the generalized kerkel,u’) is  crete elements oR,, :

to first determine the two regions on thev plane on whictu and
u’ lie (say they are thgth andkth, respectively). One then re-

qo(u):B(u)+G(u)fjqo(u’)K(u,u’)du'dv’, (15)

R

uv

n

verse mapsl into u; andu’ into uy, and then equate$(u,u’) to q0i=bi+gik2,1 GorKikAUA vy, (19)
K(u;,up). A similar reverse mapping applies for gettiBgu) and ) .
G((uj). o PPINg app g o whereb;=B(u;), 9;=G(u;), andK; is the kernel function be-

tween elements and k, i.e., K;,=K(u;,u,). Writing Equation

Single-Variable Enclosure Problems. As was mentioned in (19) on each element results imsimultaneous equations that can
the Introduction, most previous applications of infinitesimal-arelge rearranged into the matrix equation
analysis has involved single-variable problems, and it is useful at
this stage to express that formulation in terms of the present for- AQo=Db. (20)
mulation. For single-variable problems, there will be a knowgquation(20)is solved for increasingly large valuesmfand one
way of parameterizing the surfa¢eurface parameterization is notthereby infers the asymptote as-o.
unique)such that the radiosity distribution is a function of only In general, matrixA is found to be dense, because radiation
one of the parameters, sayrather than two-parametetsandv. transfer occurs between almost all elements of the enclosure.
If the temperature, specified heat-flux and emissivity are constarierefore, it is preferable to use an iterative solver in order to
with respect tov, thenq,, G and B are dependent only on. obtain a solution expediently. However, if the enclosure contains
Equation(15) can be simplified by splitting the double integralat least oneg-specified surface, matriX is no longer diagonally
into two separate integrals overandv, and extractingj,(u’) dominant. For these problems, it is necessary to apply under-
from the inner integral, to give relaxation to the iterative solver or to employ a direct so[\e].

’

b h(u")
qo(U)=B(U)+G(U)f qo(U’)U K(u,u")dv’ |du’, .
a g(u’) Implementation

(16) To validate this method, the algorithm was applied to some
whereg(u) andh(u) are the bounding functions d®,,. The problems considered previously in the literature. A personal com-
inner integration is carried out to yield a new kerigl,u’), puter with a Pentium II™ 233 MHz processor and 96 megabytes
appropriate for single-variable enclosures: of RAM was programmed in € +.

Journal of Heat Transfer APRIL 2001, Vol. 123 / 251

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



y Surface 1 Surface 2
z [0, 1, 1] T=T,e=¢ T,=T,e=¢
Surface 0 .
v=l ‘:I—uz | 2 ] To=0Kha=1 N\ /f\
\ rs{—y 3 !
) 1+u 1+u Q, <::3 ;
—_— ’ H
(0,0, 1] e&=0 pdl Ra: O0<u<l :
u=1 ,/' 0<v<l < I—> D
! (1, 1,0] Fig. 5 Isothermal, cylindrical enclosure analyzed by Sparrow
; et al. [8]
u=90
{0,0,01
[l, 07 O] X |Og (I)abZqu)ab%)
Fig. 4 Quarter cylinder representation in NURBS p= | Pape— Papee 23)
log(b®) '
and the exact solution is then approximated by
Method. The enclosure surfaces were parameterized using D pe— D ypzc
NURBS algorithms. Accordingly, the individual parametric equa- Do~Dgpet “P=1 (24)

tions were all ratios of polynomial functions of parameteysnd
v; . For example, the Fig. 4 shows the NURBS representation oRichardson extrapolation can only be used when successively
quarter-cylinder. Detailed treatments of NURBS are given bigrger values oh result in a monotonic series fdp,, .

Piegl Tiller{1 Farin[16]. Using NURBS algorithms i
legl and Tiller[ 18] and Farin[16]. Using NURBS algorithms it Validation and Demonstration of Method. Sparrow et al.

is possible to readily code analytical representations for the parti . -
derivatives in Egs(6) and (12), without the use of a computert_ﬂgh determined the total heat transf@, emanating from an

algebra program like MAPLE; the derivatives are also ratios &othermal-cylir]drical cav_ity at temperatufeas shown “T‘ F_ig_. 5
polynomial functions. expressing their results in terms of the apparent emissivity, de-

In the problems treated in this section, each regioRgfwas fined byea=4Q,/(7D?0T*). Using the method described in the
subdivided into the same number of elements. The division lin&Vious section, the radiosity distribution for enclosures with a
were always parallel to the or v axis and equally spaced, with /D ratio of 0.25, 0.5, 1, 2, and 4, and a wall emissivity of 0.5,
Au=Av. Also, to increase the accuracy of the solution for &:75 and 0.9 was obtained, and the corresponding apparent emis-
given number of elementgrid size), the summation rule for form sivities ca_lculated. _Each surface being temperature-_sp_ecm_ed,_ a
factors was enforced, as follows. The sum of all the kernels in af§RuSs-Seidel algorithm was used to solve for the radiosity distri-
row, say theith, multiplied by their corresponding area element8Ution. The solution at a given grid size was considered to have
in Ry, is a numerical approximation of the point form factor fronfonverged when the relative difference betweiagl the radiosity val-
point (u; ,v;) to the rest of the enclosure, and it should therefordes of successive iterations was less than”10at all grid

equal unity. That is, locations. . .
The most refined grid had=3072, and these results are com-

" pared with the results of Sparrow et g8] in Table 1. With the
> KikAUkAvk*f f K(ui,u)dudo,=1. (21)  exception of the case df/D=4 ande=0.5, the discretization
k=1 error diminished monotonically with successive values for
w which permitted Richardson extrapolation to be used to estimate
Due to discretization error, however, the sum in E2fl) is not the exact solution. These results are also summarized in Table I.
precisely unity. The summation rule can be enforced by introdultt each case, the solutions obtainechat3072 were within 0.3

R

ing a weighting factory; , defined as percent of the published solution and the solutions obtained with
Richardson extrapolation were all within 0.1 percent of the pub-
W= 1 22) lished results.
e In another study, Usiskin and Sied®@l] determined the radios-
Z KikAuAvy ity distribution along the length of various circular cylinders. The
k=1

first problem they considered was a heated cylinder with black

and then multiplying each off-diagonal element of tie row end-walls set to 0 K, as shovx_/n in Fig. 6. The radiosity distribution
with w; . The diagonal elements of the modified matiare kept Was expressed non-dimensionally in termsdef (x/L), where
equal to unity. Cba‘(x/L)=q0(x/L)/qs. The second problem was an adiabatic

To further increase the solution accuracy, Richardson extrapgAdinder with one end-wall set to 0 K, as shown in Fig. 7. For this
lation [19] was implemented whenever possible, as follows. Theroblem, the radiosity distribution was expressed in terms of
exact analytical solutiond.., is composed of the numerical so-d(x/L), where® (x/L)=q,(x/L)/aT?.
lution, ®,, obtained withn elements, plus a discretization error In both cases, cylinders with/D ratios of 1 and 4 were tested.
€y, so thatd.,=®d,+¢,,. According to the extrapolation method,Because the enclosures contained a surface with a specified heat-
the discretization error is assumed to be a power function of tfiex, LU decomposition was used to invert the coefficient matrix.
number of elements used to obtain the numerical solution: i.ehe distributions oﬁ)a‘(x/L) and® (x/L) found using the present
gn~anP. If the number of elements is systematically increased ifmethod agreed with the published data. A cubic spline was fit to
a geometrical way, it is possible to evaluate the discretizatigne data points obtained at the highest level of refinement (
error and thus approximate the exact solution. In particular, #3072) to approximate a continuous radiosity distribution. Radi-
three successive grid refinements have=ab®, n,=ab’® and osity values corresponding to the locations of the published data
nz=ab® elements(wherea, b, andc are constants)p is found points were then obtained by interpolation and extrapolation. The
from data for the heated cylinder is summarized in Table 2, and the data
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Table 1 Comparison of &, with results of Sparrow et al.  [8]
L/D € e Relative Relative
a (Sparrow et al) €a(n=13072) Difference €a(RE) Difference
0.90 0.9434 0.9425 -0.10% 0.9435 0.01%
0.25 0.75 0.8491 0.8480 -0.13% 0.8491 0.00%
0.50 0.6569 0.6557 -0.18% 0.6568 -0.02%
0.90 0.9618 0.9610 -0.08% 0.9620 0.02%
0.5 0.75 0.8948 0.8938 -0.11% 0.8947 -0.01%
0.50 0.7424 0.7416 -0.11% 0.7423 -0.01%
0.90 0.9720 0.9712 -0.08% 0.9722 0.02%
1 0.75 0.9229 0.9219 -0.11% 0.9227 -0.02%
0.50 0.8084 0.8073 -0.14% 0.8080 -0.05%
0.90 0.9746 0.9736 -0.10% 0.9747 0.01%
2 0.75 0.9308 0.9263 -0.16% 0.9305 -0.03%
0.50 0.8331 0.8309 -0.26% 0.8325 -0.07%
0.90 0.9749 0.9741 -0.08% 0.9750 0.01%
4 0.75 0.9317 0.9309 -0.09% 0.9316 -0.01%
0.50 0.8367 0.8357 -0.12% N/A N/A

for the adiabatic cylinder is summarized in Table 3. In all case8, They expressed the results in terms of the non-dimensional total
the radiosity distribution obtained with the two-dimensional alga-adiation heat transferf,,, defined by Fo=Qq,/(Ac(Tg

rithm is within 1 percent of the published data. ~ —T1), whereA is the area of the hole cross section ahdand
The problems analyzed by Hottel and Kell€f included esti- T, are the temperatures on each side of the hole. Hottel and Keller
mating the heat l0sQ,, through a cubical hole, as shown in Fig.yreated the problem as one-dimensional by neglecting radiosity

Surface 1

Gs1 = Gs [W/mzl\

Surface 0 |

To=0[K],80=1\

Surface 2
T;=0[Kl,ea=1

R l

|
> ]
X
<« L —> 1<——D———>i

Fig. 6 Heated cylinder with end walls at 0

Surface 1

g1 =0 [W/mzl\
Surface 0
T0=T[K],80= 1 \

[K], Usiskin and Siegel [9]

Surface 2
T2=0[K],82=1 |
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X
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Fig. 7 Adiabatic cylinder with end walls of different temperature, Usiskin and Siegel
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Table 2 Comparison of @7 with Usiskin and Siegel [9]

L/D=1 L/D=4
* . Relative . * Relative
/L 2, (n=3072) q)"(US) Difference 2, (n=3072) (D"(US) Difference

0 2.04 2.06 -0.97% 4.97 4.95 0.40%
0.125 2.30 2.31 -0.43% 8.59 8.61 -0.23%
0.25 2.48 2.49 -0.40% 11.17 11.2 -0.27%
0.375 2.59 2.60 -0.38% 12.71 12.6 0.87%
0.5 2.63 2.64 -0.38% 13.23 13.2 0.23%

variation along the circumference of the hole. In the present solsudrfaces that joined at angles of 90 deg or less. For example, the
tion, the matrix was inverted through LU decomposition, and RiF-specified cylinder treated by Sparrow et [@] required only
chardson extrapolation was implemented to approximate the c@®72 elementsabout one hour of CPU timéd obtain a solution
verged solution. The results are summarized in Fig. 9. Thethin 0.3 percent of the published solution. The cubical enclo-
Richardson-extrapolated solution was within 0.6 percent of tlseire treated by Hottel and Kellg€6] was far more difficult, re-
solution obtained by Hottel and Kell¢6], well within the accu- quiring 6144 elements to obtain a solution within 0.6 percent of
racy of this published value. the published solution. Whenever applicable, Richardson extrapo-
. . . lation significantly reduced the computational effort. In the prob-
Computational Effort. The computational effort required to o treated by Sparrow et 48], the solutions obtained with Ri-

solve for tger:adgositygdistribugpn depgnded cl)ln thhe ehnclé)sure E%?gardson extrapolation were typically an order of magnitude in
ometry and the boundary conditions. Generally, the hardest profsyer agreement with the published solutions, compared with the

lems to solve were enclosures that contaigespecified surfaces, splutions obtained at the highest level of grid refinement.
T-specified surfaces with low emissivites, or a large number Of the computational effort required to yield the present solutions
was very much greater than what would have been required if the
problems had been posed and analyzed as single-variable prob-

Table 3 Comparison of @ with Usiskin and Siegel [9] lems, as was done by the previous workers. In this case, a solution

LD=1 i D=4 _ obtained using elements has approximately the same accuracy
WL | @y | P Dl?gfl;tglze Doy | Py D‘i‘fef'::;ze as a solution obtained with? elements, if the enclosure was
) 0763 0759 0.40% 0.901 0.900 0.11% treated as a two-variable problem. On the other hand, if the prob-
0.125 | 0.69 0.696 0.00% 0.796 0.797 0.13% lem statement were altered slightly, say, in the case of the cylinder
0.25 0.630 0.631 -0.16% 0.695 0.697 -0.29% to make the temperature vary with circumferential as well as axial
0375 | 0565 0566 | -0.18% | 0.597 0599 | -0.33% position, then the single-variable solution could not be used. Also,
0.5 0.500 0.500 0.00% 0.500 0.500 0.00%

the parallelepiped enclosures of Hottel and Ke[lgf really re-
quired the two-variable solution for fully realistic modeling.

s =0 [W/m’]
To (K], / T [K],
g=1 \ /—5|=1

__I/ %=0Wm]  Enclosures With Obstructions
| = > Problem Statement. In practice, many enclosures contain
obstructions — i.e., the path between some pairs of points is
To>Ti =0 [W/m?] blocked by intervening surfaces, as in Fig(d)0 This possibility
\ has been ignored in earlier sections, and we now discuss its inclu-
=0 [W/m’] sion. We first derive the form that the radiosity equation takes
a) Side View b) Front View when there are obstructions within the enclosure. The effect of
obstructions can be accommodated by introducing a special mul-
Fig. 8 Enclosure treated by Hottel and Keller  [6] tiplier, B(u,u’), in front of K(u,u’) in Eq. (15), so that the actual

kernel of the integral equation i8(u,u’)K(u,u’), rather than
K(u,u") itself. The “blockage factor,”B(u,u’), will either be

0540 ] zero or unity depending on whether another part of the surface
blocks the path between the pointlaandu’.

To provide a more precise mathematical statement of this con-
05328 dition, we first lets(u,u’) represent the vector connecting two
arbitrary points on the enclosure surface locateds and u’,
respectively, and led(u,u’) denote the unit vector in the direction
s(u,u’): é&u,u’)=s(u,u’)/|s(u,u’)]. We can now express
B(u,u’) as follows:B(u,u’) =0 if and only if there exists at least
one point,u*, in R,, that satisfies the following:

[r(u*,u)|<|r(u’,u)] and &u*,u)-&u’,u)=1; (25)

0505 ] if u* does not exist,(u,u’)=1. It is clear thaté&u,u*)
-&(u,u’) is the cosine of the angle betweéfu,u*) andé(u,u’),
so by equating this dot product to uniithe second conditionwe
are ensuring that the point at is aligned with the path connect-
ing u andu’. Also, the first condition ensures that is in the
Fig. 9 Grid refinement study for the problem of Fig. 8 foreground, so it does indeed obstruct the path.
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NURBS), because this approach means that many fewer elemen-
tary surfaces are required to follow real surface closely. This ap-
proach has stimulated further work on ray-tracing for curved sur-
faces, especially NURBS representati@®%]. The associated ray-
tracing algorithms can be adapted directly for analysing thermal
radiation problems.

A recent development by Qin et §21]has advanced the state-

& g
B R S
il 20 0a 50 A
/Ii/l,”,'/'l/},’;'o;o‘\\‘\\\\\\\\QQ\\i\

<7 %, TR
lllll////%liz::z\\{&\\\\\“\\ of-the-art of ray-tracing NURBS surfaces. The general method is
20,85 illustrated in Fig. 10. First, all the NURBS surfaces are repeatedly

sub-divided — by a special NURBS process called knot insertion
2) b) — and a close-fitting trapezoidal prism is then formed around
each sub-surface, as in Fig.(bD. This process is repeated until
the height of each trapezoidal prism, measured in a local co-
ordinate system fixed to the corresponding sub-surface, is below a
pre-set tolerance. For each relevant pair of poin@sndu’, the
connecting ray is checked for possible intersection with each and
every trapezoidal-prism. If an interception occurs, there is a very
high probability that the actual surface has also been intercepted
in that region. As a further check, the corresponding sub-surface
are checked for intersection by solving a system of two non-linear
Fig. 10 Treatment of enclosures with obstructions [21]: (@) an  equations with two unknowns, for which Qin et al. provide a

enclosure with an obstruction;  (b) surfaces are initially split to highly efficient algorithm based on Newton’s Method.
form sub-surfaces (a trapezoidal prism is constructed around Compared to the method of checking each of theurface
each subsurface ); (c) each trapezoidal prism is checked for ray elements arising in the numerical solution to the integral equation,

intersection; (d) if a ray intersects a trapezoidal prism, the cor-
responding sub-surface is checked for ray intersection by find-
ing u* through Newton iteration

this technique has the advantage of requiring considerably fewer
sub-surfaces than the number of area elemenised to solve the
integral equation, so checking sub-surfaces is much less time-
consuming than checking area elements. Compared to the method
of substituting the equation for the ray into the higher-order equa-
Finding the Blockage Factor. In the discretized form of the tion for the surface and then using a numerical root-finder, Qin
radiosity equation, Eq(19), there will be a8 in front of K, et al.’s technique has the advantage that on the rare occasion that
and we will need to check for the existenceudf between only a higher-order root-finding must be used, there will be an excellent
finite number of pairs of pointgThe actual number ia(n—1), first guesgsay the center of the trapezoidal prisfor the starting
or essentiallyn?.) There are a number of possible approachesalue for the iterative process and since it is highly unlikely that
Most involve ray-tracing; that is, one looks for an intersection dhe relatively small and flat sub-surfaces have multiple roots, it
the ray connecting andu’ with the enclosure, ai*. Generally, will not be necessary to check for multiple roots. Thus, the Qin
checking for the intersection of a ray and a higher-order surfaag, al. technique is a combination of the two techniques, that is in
such as a NURBS surface, will be computationally expensive general much less computationally-demanding than either taken
one does this by substituting the equation for the ray into tladone, as is demonstrated in sample problems solved by these
equation for the surface and then applies a numerical root-findimgrkers. It should be noted that if one or more of the enclosure
procedure in two unknowns, making sure that all the possibfeirfaces are flata common occurrence in engineering enclo-
roots have been accounted for. Another way is to check for inteaures), there is only one sub-surface to check for that enclosure
section of the ray with each of the surfaces formed in the nu- surface, as the subdivision process would automatically test the
merical solution of the radiosity equation — that is, thelemen- surface itself for flatness before subdividing.
tary surfaces cut out by the changel in u andAv in v. Each In the implementation of the Qin et al. method on a thermal
surface of these surfaces can be approximated as a small plaadiation problem, one will have two degrees of freedom on
region whose normal is the surface normal at the center of tidich the time for execution will depend: the numbeand the
element. Checking for intersection of a ray with a planar regigpre-set tolerancé associated with approximating the sub-surface
demands the manipulation of linear equations and is therefore fyt a plane(the height of the trapezoidal prigmThe computed
computationally demanding in itself, but the check would have @nswer for a givem should not effect the answer, only the execu-
be made as many as—2 times per pair, and since there ardion time. By trial and error, at relatively low settings for one
roughly n? pairs, up to abouh? intersection checks will have to should be able to roughly establish the valuedghat minimizes
be made in all. Iftas was roughly in the case of the case studiébe execution time at thai, and one could keep to that value
reported earlierthe value ofn is 3000, there will be up to 27 afterwards as the grid refinement study proceeds.
x 10° checks for the entire enclosure, and so this checking could
be very computationally demanding. An advantage of this ap-
proach is that when one increaseas part of the grid refinement
study, one automatically increases the fidelity by which the plan@onclusions

elemental areas models the real elemental areas, so one grid r%- i f tati its a f lism by which
finement study will account for both types of deviations from, " 2'@Mmetrc surtace representation permits a formalism by whic
reality. the radiosity distribution within enclosures can be determined ex-

pediently in a generic infinitesimal-area analysis technique. The
Methods Based on Computer Graphics. Highly efficient first step is to represent each enclosure surfaces parametrically,
ray-tracing algorithms have been developed in the computirough non-uniform rational B-splindlURBS) functions. The
graphics field, to resolve the problems associated with creatikgrnel of the governing integral equations can then be derived
life-like images in a time-efficient manner. While much of theautomatically by special NURBS algorithms, and the integral
early development in computer graphics had been based on divddjuations so formulated. These equations can then solved by nu-
ing the real surfacegven if curved)into planar elementary sur- merical methods to yield the radiosity distribution. Once a suitable
face[20], there has been considerable recent work on parametrizethod for determining the blockage factor has been incorporated
ing curved surfaces with higher order equatiofssich as in into the kernel of the integral equation, this basic approach would
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appear to be applicable to any transparent enclosure geometry —R;(u;) = z-component of(u;)

including geometries having obstructions — without modifying Ry, = parametric region on-v plane

the basic algorithm. S(u;) = parametric vector function defining a surface in
Arriving at suitable parametric surface representations should three-dimensional space

not pose a large problem, provided some preliminary work has u,v = parameters for surface representation

been done. Engineers and other radiant analysts are accustomed to u = two-component vector equivalent o,v)
using tables of form factors, and it is possible that they could also  w; = weights used to enforce summation rule, E2R)

become equally accustomed to using tables of the NURBS-type & = emissivity
parametric surface representations of the common engineering e, = apparent emissivity
surfaces. Such tables need not be so extensive, because one needs p = reflectivity

the parametric representations for individual surfaces, not for the o =
pairs of surfaces needed for form factors. The tables could also be

non-dimensional radiosity distribution within a
heated cylinder

made part of a computer file, in which case the surface parameter- @} = non-dimensional radiosity distribution within an
ization could be transparent to the user, who would simply select adiabatic cylinder
the surface from a menu. NURBS algorithms also permit repre- 0, = angle betwee®; andf;, Fig. 2

sentation of non-standard surfaces, working, say, from a set of . .
surface co-ordinates. Once the parametric surface representatioﬁqgscr'pts and Superscripts
set up, the remaining steps in the enclosure solution can be madd, k = discrete element indices
to proceed directly. j, k = surface indices

N = number of elements
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Coated and Spirally Wrapped
sowsnng wsion | TUDES in Saturated R-134a and
aemassroma f R-600a at Low and Moderate Heat
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Graduate Student Pool nucleate boiling heat transfer experiments from coated surfaces with porous copper
(Cu) and molybdenum (Mo) and spirally wrapped with helical wire on copper surfaces

Department of Mechanical Engineering, with micro-roughness immersed in saturated R-134a and R-600a were conducted. The
National Sun-Yat Sen University, influence of coating thickness, porosity, wrapped helical angle, and wire pitch on heat
Kaohsiung, Taiwan, transfer and boiling characteristics including bubble parameters were studied. The en-

Republic of China hanced surface heat transfer coefficients with R-600a as refrigerant found are 2.4 times

higher than those of the smooth surfaces. Photographs indicate that the average number
of bubbles and bubble departure diameters has been found to increase linearly with heat
flux, while the bubble diameters exhibit opposite trend in both refrigerants. Furthermore,
the heat transfer of the boiling process for the present enhanced geometry (coated and
wrapped) was modeled and analyzed. The experimental data for plasma coating and
spirally wrapped surfaces were correlated in terms of relevant parameters, respectively to
provide a thermal design basis for engineering applicatiofifOl: 10.1115/1.1351818

1 Introduction monly used CFC-12. Moreover, considerable effort has recently

been made to find ways to design more compact and efficient

uti:\i/lzei‘r?y ;Vﬁéird ih”frosf gf gr]aetigﬁnvtvrrlmfg?e% %‘3: vt;:t\(/e er izvgfgjgté ( aporators for the process and refrigeration industries based on
9 yp p y FCs/non-CFCs. Industries are currently undergoing a massive

through the tube and refrigerant evaporated on the shellside of : ) :
tubes which is an area of nucleate boiling. While designing trls%versmn process from CFC to HR{ike R-134ajor HC (like

-600a). The conversion establishes a need for refrigerant data on
evaporator of such a system, one must be able to accurately RFEs

dict the boiling heat transfer coefficients of the refrigerants use&' replacement refrigerants such as R-134a and R-600a used in

i AN is study. The objective of this paper is to develop a surface
However, the prediction of the heat transfer coefficient is difficu eatment with coating and/or wrapped process that will provide

because the b0|I|ng_ phenomenon is rather com_p_lex and is |nf_ gh heat transfer rates in nucleate pool boiling and to enlarge the
enced by many variables, such as surface conditions, heater | boiling data for alternative refrigerants of R-134a and
geometry, material, and refrigerants, etc. In addition, most refri _600a. Moreover, the entire heat transfer of boiling process for
eration systems are expected to perform at a high coefficienttﬂg present enhan'ced tubes was also modeled.

performance and energy efficiency. One method of achieving this

goal is to enhance the boiling heat transfer coefficient between TQe Analysis
refrigerant and the heat source in the evaporator.

Various methods of enhancing nucleate boiling heat transferOne of the objectives of the present study is to model the heat
have been described by Thorffg which provided a comprehen- transfer of the boiling process for the present enhanced geometry.
sive survey, and discussed the fundamental phenomena of boilfrgllowing Hsieh et al[3], the present boiling phenomena can be
on enhanced surfaces. These surfaces can take a number of faxAsyzed as follows: The heat transfer model proposed for this
from simple low integral fins with varying fin profile to morestudy involves the thermal layer forming at the nucleation sites
complicated re-entrant cavity type surfaces such as structured &géween periods of bubble nucleation and thin film evaporation, a
porous coated surfaces. Moreover, various materials have bégpulent natural convection mechanism taking place in the re-
attached to the surfaces of plates and wound on tubes in an@@ns uninvolved in bubble nucleation. Model verification was
tempt to augment nucleate pool boiling heat transfer such as wifggformed through nucleate pool boiling experimental data for the
for both wetting (metallic) and non-wetting(nylon) conditions present enhanced geometries for two different working fluids of
(see Thomd1]). Although a considerable amount of published®-600a and R-134a.
data exists in the literature on nucleate boiling enhancement, littleTo accomplish these aforementioned tasks, the following work
study has been done on the effects of plasma coating technigu@s conductedl) modeling for heat transfer mechanism was de-
as well as wire spirally wrapped on these surfaces. Recentigloped using the model in which there are natural convection,
Hsieh and Wend2] reported a study of nucleate pool boilingtransient conduction, and microlayer evaporation on boiling heat
from plasma coated surfaces in saturated R-134a and R-407c.transfer, and2) verification of boiling heat transfer model using

In recent years, environmental concerns over the use of CF@#h R-600a and R-134a was conducted. Detailed model descrip-
as working fluids in refrigeration and air-conditioning plants havéion can be found in Hsieh et dI3].
led to the development of alternative fluids. Among these alterna-
tives, R-134a and R-600a are used as a replacement for the c@8m-Experimental Setup and Procedure

Contributed by the Heat Transfer Division for publication in tHGUBNAL OF 3.1 Test FaC|I|ty and Test Section. The eXpe”mental ap-

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 3Paratus for ‘the StUdy is Shown in Fig. 1. It consists rectangular
2000; revision received December 4, 2000. Associate Editor: F.-B. Cheung.  container with the dimensions of 38370200 mm made from
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Fig. 1 Pool boiling apparatus setup:  (a) test section; (b) thermocouple positions and test specimen

stainless steel, a stainless steel side panel provided with ports ¥&r95 mm in diameter with a maximum power output 378W and
electric wires, a pressure gauge and thermocouples, a vacuwas inserted into the copper tube. Thermal contact between the
pump, a reflux condenser, auxiliary heaters, and a test sectlwgater and the tube is enhanced by applying a two walled structure
support. Insulation was peripherally provided on the outside of tlilgo+stainless steebf heat sink compound on the heater before
tank. The evaporator tube was designed to simulate a portion ahatalling it in the tube. The test section included both smooth and
typical rod in refrigerant-flooded evaporator. It was fabricatetteated surfaces. The dimensional specifics of the surfaces treated
from a copper tube. The test specimen is soldered to a flangeaat given in Table 1.

one end of the tank. The copper tubes were 20 mm in outer di-The eight test specimens studied had the general characteristics
ameter, with an inner diameter of 12 mm. Each cartridge heatdrown in Fig. 1. Four holes of 1.2 mm diameter and 55 mm deep
was 220 mm long with an actual heated length of 210 mm aneere drilled at each end of the tubes at 90 deg intervals with the
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Table 1 The specifications and dimensions of treated surfaces

Tube No. surface(coating helical wire thickness of surface orosit mean pore
(designated material) (angle) porous layer roughness P Y diameter

symbol) &(pm) Ra(pm) € LG
Tubel(S) smooth — — 0.05 — _
Tube2(S2) smooth 2° — 0.03 — S
Tube3(S1.5) smooth 1.5° _ 0.06 N -
Tube4(S1) smooth 1 — 0.07 — —_—
Tube5(CM) Mo — 300 6.63 0.053 3
Tube6(CM1) Mo 1 300 6.67 0.055 3

Tube7(CU) Cu —_ 100 7.84 0.057 4
Tube8(CU1) Cu r 100 7.69 0.058 4

axis within about 1.2 mm of the smooth surface for insertion ofon five minute epoxy glue mixed with polystyrene foam were
wall temperature thermocouples. The tubes with coating surfacgsplied at the ends for the use with R-600a and R-134a. The
were provided by Metal Industrial Research and Developmeliquid temperature in the container was measured by two thermo-
Center(MIRDC) of Taiwan. couples placed 20 mm below the free surface of the liquid and
The porosity(e), thickness of porous layd®) and mean pore were positioned midway and the end along the tube. The tempera-
diameter(7) of the coated surfaces were calculated according tore difference between these two points was betweeér °C at
photographs of the polished samples using an image analysis stife maximum power input. Another two thermocouples were used
ware like OPTIMAS provided by Industrial Technology Researcto measure the vapor temperature and was positioned midway
Institute (ITRI) of Taiwan, and the surface roughng$&s) was along the tube about 10 mm and 105 mm, respectively above the
measured by a profile measuring device and a readout by a Suliguid surface.
order SE-3000 developed by Lusaka Laboratory Ltd. The detailed
characteristics of the coated surfaces and the dimensions of the

tubes tested are also listed in Table 1. Note that even smod@ple 2 Properties of R-134a at 18 °C, 537.06 kPa (data from
surfaces have a micro-roughness. ICl), R-600a at 18 °C, 283.91 kPa (data from ASHRAE)

The bubble development process was viewed through a gat Properties R-134a R-600a
intensified, high-resolution CCD video caméf®/C Model CCD composition(formula) CH,F-CF, Ctz'
Gr-DVM70) in a direction normal to the test tubes. Video imaging 3’3;‘;;}7{:;.0] Rblz Rbl
system was used to record and capture the images of vapor but GWPIR-11=1.0] 036 )
above(about one bubble diameter to warrant the bubble departt Flammability No Yes
completely)the heated surface. This system is capable of shutt toxicity [AEL(TLV)][ppm] 1000 1000
speeds up to 1/5800f a second and can provide images at ';"‘lmg,‘e(‘:“pem“'”t 26 -11.6
speed of 30 frames per second with an aperture of F8 and a ti cr‘i’t?:’a{ pre]ssm [MPa] 505 X7}
delay between two frames smaller than 50 nanoseconds. reduced pressure 0132 0.078

This indicates that the camera provides capability to “freeze critical temperature [ C) 101 1347
the growing and departure bubbles on the heating surfaces ev Tubricant (compressor) (Polyol-)Easter B
1/30 s. Successive frames are individually viewed to determil o [kg/m’] 1232.1 - 5593
the number of bubbles, the bubble departure diameters, and p, [kg/m] 26.089 7.450
bubble departure frequencies. The video image was magnified C, [kl/kgK] 1.3% 2411
a factor of 5 using a focal length of 16 cm. The lighting provides C,, [K/keK] 0.971 1.763
by one LPL-BROM CINE 500W floodlight was filtered through a 7, [Kkg] 184.10 33739
d!ﬁuser for the video photography. Video images were synch_n %, [W/mK] 00851 0.0087
nized and transferred to an IBM 586 PC, where they were dic d 312 1630
tized by a frame grabber board and analyzed by image process #_LpPas) : :

. ; : ; o [N/m] 0.00919 0.01091
software. This commercially availableviGl Video Wave Il molocular weight 102.030 33105
Canada)with custom-modified software can rapidly obtain the boiling point [bar] 301@44°C) | 1927at6°C)
vapor characteristics above the heated surfaces for the numl Prandtl number(liquid at 3793 3.082
sizes, frequencies of bubbles, and the motion analysis of the 18° C) ’ ’

lected sites for a sequence of images.

Calibrated copper-constantéf-type) sheath thermocouples of
diameter 1.1 mm were employed to measure the wall temperatt
To minimize longitudinal heat conduction, silicon rubber and De

Journal of Heat Transfer

Note: ODP: Ozone Depletion Potential
AEL: Allowable Exposure Limit

GWP: Global Warming Potential
TLV: Threshold Limit Value
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(a) Smooth(x1000) (b) Smooth(x5000)

(i) Cu(x1000)-top (G) Cu(x5000)-top
Fig. 2 SEM photographs (X1000 and X5000) of enhanced tube microstructure

3.2 Working Fluid Used. The working fluid enhancement given in Table 2. During all the tests, the saturation temperature
technique and its preparation used in the present experimewtss kept near 18 °C. It is found that there is a higher latent
were R-600a and R-134a. The properties of R-600a or R-13Heat value for R-600a as compared to that of R-134a. So is the
supplied by ICI (Imperial Chemical Industrigs Chemicals surface tension. Using R-600a to replace R-134a seems promising
and Polymers Limited and ASHRAHEAmerican Society of in the near future if the flammability problem of the R-600a can
Heating, Refrigeration and Air Conditioning Engineerare be solved.
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3.3 Enhanced Surface Preparation. Two types of en- 100000
hancement techniques were used; one is plasma coating and or
wire spirally wrapping. For plasma coating, a scanning electrc
microscope (SEM) image of several typical treated surface:
including smooth surfaces with micro-roughness is depicted 10000
Fig. 2.

The substrate material used in the present study is copper. 7
surfaces of the test copper tubes were first polished by an em g(w/m’)
paper(No. 500). Plasma spraying of Cle£ 401 W/mK)and Mo 1000
(k=138 W/mK)was carried out using PT-F4 plasma gun at 28 t
52.5 kW power for the purpose of observing any effect that me
be produced by differences in thermal conductivity of the sut
strate material. The plasma jet is about 5 to 10 cm long and t
nozzle-substrate distance is about 14 cm. The carrier gas+is A
H, flowing typically at 41 mint. Helium was added to increase
gas flow and Cu and Mo powders with grain sizes 45 to 485
were used. The plasma condition was: a 750 A current, a 31C
h™! powder feed rate, a substrate temperature of 200 °C and a
cm spraying distance. Two tubes were wrapped with 0.1 mm ¢
ameter copper helical wire with/without coating. The wires wer
carefully wrapped so as to be in tight contact with the heatir
surface. Before starting each experiment, the heating surface \
again polished with No. 1000 emery paper to obtain the sar
surface condition for all runs. Table 1 gives more detailed da
regarding the three types of surface treatments in the pres
study. Three smooth tubes and two coated tubes were ag(W/m’)
wrapped with 0.1 mm diam. copper wire. The helical angle we
defined as#=tan p/ad,, whered, is the smooth tube outside
diameter andp is the pitch of wire(6=2 deg,p=1.97 mm; 6
=1.5 deg,p=1.48 mm; andd=1 deg,p=0.99 mm).

3.4 Experimental Procedure. Prepared test sections were
cleaned with chlorinol and water and finally, with acetone. Th
tank was cleaned with acetone before each run. Once the eva
rator tube was installed, the system was evacuated to a pressur 10 ] \ ]
about 30 Pa. If no leaks were detected over a 24 h interval, t 0.4 1 10 20
evaporator was charged with the washing fluid from a reservoir ' AT(K)

a level of 60 mm above the top of the tube. This resulted in a
vapor pressure of 537.06 kPR-134a)and 283.91 kP@R-600a), Fig. 3 Boiling curves of enhanced tubes for R-600a and
respectively. R-134a

The power was given to the pool to degas the test fluids,

R-134a and R-600a, at heat flux of 30 kW/for 1.5 h and 1 h,

respectively. The saturation temperature at the measured pressufgq o ants. This ensures that there are no noncondensibles in the
was compared to the pool temperature measured by the ther

\ . BBhtainer. It also verifies that there is no subcooling in the liquid
couple. The power supplied to the test section was gradually, arﬁd;

LS | within £0.2 °C.
slowly, reduced to zero. The test pool was maintained close t0 the, 14 ensure that the correct wall temperature was measured, a

saturation temperature with an auxiliary heater for about 40 Mifypty pressed thermocouple was put onto the wall of a sleeve

_then it was swnc_hed off to minimize convective effects. The heafssert with thermal jointing compound applied to the tube. In ad-

ing power supplied to the test section was slowly and gradualifiion, a three-dimensional heat transfer model was employed to

increased to nearly 30 kW/m Both increasing and decreasingcorrect the wall temperature measuf@e., to minimize the con-

heat flux data were taken in order to obtain more accurate data gi¢tance and capacitance effett obtain a more accurat@r

to observe boiling hysteresis. For the decreasing data, the heat ﬂf@é”y true)wall temperature. Consequently, 0.1 °C accuracy was

was reduced from 30 kW/frin pre-determined steps by means okxpected.

a variac. It generally took about 30 min to achieve steady condi-3 The heater was tested for circumferential uniformity of heat

tions after the power level was changed. flux. Nonuniformities in the heat flux were smoothed out followed
During all the tests, the saturation temperature was kept neag methodology described in Hsieh and W¢ag

18 °C for both R-134a and R-600a supplied by ICl and ASHRAE, 4 Precautions were taken against aliasing and overlapping im-

respectively. More detailed relevant properties of the refrigerardges by repeating the experiments several times and keeping track

in this study are given in Table 2. The liquid level was kepthe bubble path very accurately at low heat flux levie000

approximately 60 mm above the test tube. All the data were oRw/m?).

tained and reduced with a computer-controlled data acquisition

system.

tube/designated

<arevers|®
assovordE)

Vi JOMD<ED I for smooth be
(Carey [61)

=

W *o X - CcaAT"

natural convection (Hz0) for
100 Al 4o smooth tube

{Junkhan and Bergtes [5])

@ increasing mode

- @decreasing mode
10 Ll L L a1l

100000 -
@ @ tube/designated
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(a) R-600a

10000

qAEO VO PO

<4At+Ooversn
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natural convection (Hz0) for
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(Junkhan and Bergles {5]}
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100

4 Data Reduction and Uncertainty Analysis

3.5 Precautions Taken During Experiments. In measur- . -
ing boiling heat transfer coefficients, great care must be exercised ©' €ach power input, the heat transfer coefficient was calcu-
to ensure good accuracy. The following lists are those prec;_‘ﬁted on the basis of bulk fluid saturation temperatlrg,(, tube
tions: eat flux, and the averagd ,) of the four tube wall tempera-
tures. The heat transfer coefficient at each power input was then
1 The pool temperature was compared to the saturation teoaiculated, followingh=Q/|A(T.y4— Tsa)| WhenA is the heated
perature corresponding to the measured saturation pressuredi@a of the tube.

Journal of Heat Transfer APRIL 2001, Vol. 123 / 261

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Degree of superheat and departure diameter in the present study

Desi ted Degree of
. s1gnate
Refrigerant symbgol Tube S“Ap'i:lfela(t] r,(um]’| 21, | d,[mm]experimenty | d,fmm](Zuber [10])
S Smooth 6.2 035 0.70 130 1.32
S2 Smooth (8 = 2°) 6.5 033 | 1.06 1.51 134
S1.5 | Smooth (8 =1.5") 438 047 | 094 111 1.21
R-600a S1 Smooth (8 =1) 43 053 | 0.66 0.98 1.17
CM Coated surface (Mo) 4.1 0.57 1.14 0.84 1.15
CM1 Coated surface (Mo) (8 =1") 3.1 0.76 1.52 0.73 1.05
CU Coated surface (Cu) 3.6 0.64 1.28 0.77 1.10
CU1 | Coated surface (Cu) (8=1) | 3.0 077 | 154 0.67 1.04
S Smooth 7.0 0.13 0.26 0.82 0.95
S2 Smooth (8 = 2°) 7.5 0.12 0.24 0.85 0.97
s1.5 | Smooth (6 =1.5) 6.3 0.15 | 030 0.66 092
R-134a S1 Smooth (8 = 1) 5.5 0.16 |032 0.62 0.88
CM Coated surface (Mo) 6.0 0.15 0.30 0.53 0.85
CM1 Coated surface (Mo) (8 =1") 4.3 0.23 0.46 0.49 0.81
CU Coated surface (Cu) 4.6 0.21 042 0.50 0.83
CU1 | Coated surface (Cu) (6=1) | 39 024 | 048 047 0.78
* @ upon boiling incipience ’
I, : embryonic bubble radius
d,: bubble departure diameter
Using the method of Kline and McClintocl4], uncertainty 10000
estimates were made considering the errors of the instruments, E [|fobe/designated ¥
measurement variance, geometry uncertainty and calibration =3 e
rors for the heat flux, temperature, and bubble dynamic parame - é :’l
measurements. The uncertainty in the wall superheat was dol - > =
nated by the uncertainty in the wall temperature measuremer 1000 I
The value of the four wall temperatures were recorded and col <v‘ ,
pared for examining the variations caused either by nonunifornp(w/m’K) r <
ties in the cartridge heater or by the test tube soldering and « -
sembly procedure. Wall superheat uncertainty can be attribut r \
primarily to thermocouple calibration=0.1 °C) and temperature 100 L K [ qd :l‘”“[p r*‘[v T“
correction from the thermocouple reading to the reference surfa F h=207——"=> — —+
The maximum variation of the four measured wall temperature i d» LK T, P, o,
was*0.3 °C at the maximum heat flux=30 kW/n?). The uncer- - Stephan and Abdelsalam [§]
tainty in the saturation temperature was estimated to be less tt (a)R-600a
+0.1°C. 10 I IR TRTE R S IR TRTE B S R TR
Substrate conduction heat losses were quantified at differe 10000 e
heat flux conditions by solving three-dimensional conductio Eﬁs_m g
problems with a finite-difference solver. This loss varied betwee [ A|S2 g g
10.2 percent and 0.2 percent for heat flux conditions between ( L 215 7
kW/m? to 30 kw/n?, respectively. The other primary contributor 000 LSS
to heat flux uncertainty was heated surface area. Combining th E <|cu
effects lead to overall uncertainty estimates in heat flux of 11 £ vicu
percent at the lowest heat input. Based on these uncertaintieh(W/m*K) L
indicates the uncertainty of the wall heat transfer coefficient to t - R
about+15 percent aq:0.8 kW/mZ 100 L 0745 0581 0.533
Accuracy of the diameter measurements is estimated witr F h =207_1[q_db] {p_] [&]
+1.9 percent/ or£0.6 percent at the minimum/or maximum di- N d, Lk, T, P, o
ameter with an extreme high space resolutie®.5 nm)of CCD - Stephan and Abdelsalam [8]
camera. The uncertainty in the number of bubbles was foul (b)R-134a
within 7.1 percent for the minimum andt4.9 percent for the 10 T BT BT
maximum number of bubbles. Uncertainty estimates for time 100 1000 10000 100000
+1.7 percent. The frequencies reported are average values and q(W/m’)

observed fluctuations in frequency are less thapercent. The
data presented refer to individual and isolated bubbles.
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Table 4 Enhancement of present coated /wrapped tubes 1E
Wb E @
i Surface Helical 3 3 -
Relevant . Coating - )
studies Refrigent material | roughness | angle Heat flux (kW /m’) o) o
o )
(um) (5 |5 10 ]2 5 o1
smooth 0.05 — [ 100 |1.00 |1.00 ;- E
smooth | 003 2 o8 |09t 090 | s N
2
smooth | 0.06 15 120 (121 |124 < 001
present smooth | 0,07 1 139|142 | 1.44 = o
study R-600a 8 C
Mo 6.63 _ 1.57 |1.62 | 1.63 Y B
5 T 0.001
Mo 6.67 1 2.12 .16 | 2.15 '=_.s E Ja = 0.041 [Re ]ost[P(]ueF(P)[l]»ulsA[Nd]ofm[Pr]l.ns
Cu 7.84 — |18 |201|193 -
Cu 7.69 1 229 1237 | 220 0.0001 L1l py ol Lol ool BRI
0.00001 0.0001 0.001 0.01 0.1 1
smooth 0.05 —_— 1.00 [1.00 | 1.00 Re
smooth 0.03 2 |087 |089 |o0.88
smooth 0.06 15 116 [119 107 100 =
¢ smooth 0.07 1 140 [142 | 143 E
way | R34 5 E (b
Mo 6.63 _— 1.57 |1.54 | 1.53 8 o
: i
Mo 6.67 1 |200 214 | 197 <
~10 b
Cu 7.84 — |79 |177 |176 © % 3 o
Cu 769 1 |205 [195 {202 > b
— C
< 7 .
oo
Mo 11.30 — |192 [194 |1.80 =— 4L
Hsich and Cu 6.79 — {170 179 | 168 £ E
W 2 R-134a = L 06 I el 0.002 003
eng 2] Al 13.58 — 1191 |195 {181 > - Nu=9.72Re =[P I F®)[P | & [1—} [a’
g d -
Zn 8.90 — 168 [2.07 |234 A - gd,(p=p)
E 0.1 Lol Ll T |
0.0002 0.001 0.01 01 02

Rey

Fig. 5 The present correlation with experimental data

5 Results and Discussions

More than 80 tests runs were performed on smooth and coated
and wrapped tubes in saturated R-134a and R-600a. Some of these . .
tests were repeated after several months to verify the reproducil@2meter, the surface porosity, the contact angle and their complex

; e : ect for the tubes with plasma coating; while for spirally
Iralér-lrtihoener:,\ecipgi:)ee(:ir?qaetr?tg‘lg;iiSr\gce)lll and were within the previoust rapped tubes, the helical angle and pitches of the wire and their

A typical result of JSM-6400 SEM examination for the surfac ombined effect would have some influences on heat transfer be-
images(x 1000 andx5000) of smooth and coated tubes is illus-2VIor- Figure 3 compares pool boiling data for the smooth and
trated in Fig. 2(ay(j), respectively. The references surfac oated surface as well as helical wire wrapped tubes at identical
(smooth)has a sparse’ number of small cavities0.5 um) for ulk I|q_U|d pondltlons for R-600a. and R-1.34a., respectively, as
both image(x 1000 andx5000). Figures 2(e)(f) illustrate the SHOWN in Figs. 3(ajand (b). Also included in Fig. 3(apre the
SEM image(x1000 andx5000)with Mo coated tubes from top results for water n natural convectllcﬁﬂunkhan anq BergleS))
and side view. The distribution appears rather random in the@Bd nucleate boilindCarey[6]) regimes, respectively for com-

micrographs(x5000). The microstructures are laid with a totaparisons. Like Hsieh and Werig], for coated mbes' the effects
thickness=300 um and results in a cavity size of aboutan. due to the contact angle and surface porosity seem the same.

Again, surface orientation is random, some lying vertically anﬁherEfOfe' it appears t_hat the parameters Wit.h the most influence
some horizontally, which produces a porous microstructure with e the porous layer thlckness and th.e. pore d|am.eter of the treated
mean pore diaméter of am and a porosity of 0.053 with Cu surface which determines the probability of flooding the reentrant
coated. Figures 2(gJj) indicate a higher mean pore diametdr cavities and thg degregs of sup.erheat requ.llred for bubble growth.
um) and a higher porosity of 0.057 but a lower value of thickness | "€ mechanism which described the boiling process from po-
of porous layer(=100 um). The multi-layered porous structures OUS structures of the present plasma coating surfaces can k_)e ex-
result in increased nucleate sites above the subgtrase)mate- plained as follows; it appears that the heat is conductgd toa l'qL.“d
rial as shown in Figs. 2(eXi) which are believed to provide re- vapor at the upper surface of the porous structure. This conqluctlon
entrant cavities and to have a large variation in pore size al prosedly occurs through the matiisee Fig. 2 for details)

: - ‘med by the solid portion of these wick and liquid in the porous
shape. This structure appears beneficial for the entrapment of spaces. It is recognized that the vapor bubbles exist within the

por and generation of nucleation sites as well as function as ; . .
vapor escape passage. pores formed by the v0|d_ space between two solld_portlons. Heat

is transferred by conduction through the solid matrix and then by
5.1 Boiling Characteristics. The present heat transferconduction across the liquid portion. The pores within the matrix

characteristics were governed by porous layer thickness, the pare interconnected so that liquid can be supplied to the pores and
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0.04 — than that of smooth surface. This is because the porous matrix
existed on coated surfaces was flooded with liquid so that only
Ijj% small sites are available for nucleation. In addition, due to almost
A= g the same contact angle for both R-134a and R-600a, the difference
+20 % s 4 P in hysteresis effect cannot be clearly seen in Figa) 8nd(b).
Moreover, the boiling curves in Fig.(8 show that the best
20 a, heat transfer performance of the enhanced tubes one may obtain.
/0 7 This is because the coaté@u and Mo)tubes with copper wire
, % [ 7 wrapped and helical angle=1 deg, have more additional nucle-
mE , ation sites and, consequently, result in more vapor bubbles rising
, 7 o) s on the helical wire sides. Followed by the coated tufi@s and
, 0 \ Mo) without wrapped wires and then, smooth tubes with wire
wrapped. However, little difference in performance is discernible
between Cu and Mo. For smooth tubes with helical wire wrapped,
the heat transfer performance becomes lower as helical angle in-
creases. Basically, there are three competing mechanisms which
affect heat transfer performance for tubes with wrapped wires;
namely,(a) as stated earlier, the cross sectional area was reduced
0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 resulting in heat transfer increasds) the boiling would be en-
Ja(experiments) hanced by refrigerant wetting capability; afg) that the wire on
(a) the boiling surface would prevent the bubble from freeing itself
from the surface, which would inhibit the boiling, and this effect
35 would become bigger with decreasing wire pitch. Helical angle
also seems to have some influence on heat transfer performance as
P evidenced by a bad heat transfer performance for helical angle
Ve 0=2 deg as compared to those &1 deg and 1.5°. Similarly,
4 / Fig. 3(b)indicates the same trend as FigaBdoes except R-134a
+20% 7 s as the refrigerant.
v , Generally, the heat transfer performance in R-600a is better
’ Y than that in R-134a due to a relative higher latent heat value
, f / (almost two times)ynd surface tension fordd9 percent higher)
s
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0.015

Ja(calculations)

0.01

N
AN

, -20 %
0.005
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o

25

s for R-600a. Furthermore, the enhanced tube as compared to the
1.5 smooth surface demonstrate lower temperature differentials for
Ve
/@ f initiation of vaporization and loweAT’s for equal heat fluxes.
7 The slope of the boiling curves as shown in Fig. 3 are usually
steeper than the smooth surface slope indicating a situation where
P 20% the enhanced surfaces are more effective in thermal transport than
7 the smooth surfaces. In summary, the order of degree of superheat
7 for total eight tubes using each designated symbol listed in Table
R 1 are the following: For R-600aATo,>ATS>ATG>ATen
0 05 1 1.5 2 25 3 385 SAT >ATemi>ATey; Wwhile, for R-134a, ATop>AT
Nu(experiments) >ATs1 5> ATen> AT >ATe >ATemy >ATeyg. Such corre-
(b) sponding values are listed in Table 3. Moreover, the valbeat
transfer enhancementf h/hg are listed in Table 4 aj=5, 10, 20
Fig. 6 The deviation with experimental data kW/m?, respectively. It is found that heat transfer enhancement
was ranged from 1.16 to 2.37 for R-600a and R-134a refrigerant.
Also listed in Table 4 are the data from Hsieh and W¢Rgin
R-134a for comparison. Except that Fig. 3 shows, all boiling ex-
periments were run with decreasing heat flux.

Nu(calculations)

0.5

T TR T[T T I T[T T P T T T T [T T T [T 117

th h th trix to the f liquid f 5.2 Heat Transfer Performance and Correlations. Gen-
vapor can pass throug e matrix to the free liquid surface. %?g”y speaking, as shown in Fig(a for R-600a the best heat

vapor is generated within a pore, the pressure in the vapor bub Y€nsfer performance was found for Cul tube followed bylC

increases$1]. When the pressure is sufficiently high, it overcome
the surface tension retention force and the vapor if forced througf‘Pe’ Cu tube, Mo tube, S1 tube, S1.5 tube, S tube, and the least
alue was found for S2 tube. The same trend was found for

the interconnected channdlsores)to the liquid surfaces. On the R
other hand, for wrapped tubes, since the additional nucleatifti134a as also shown in Fig(B). However, for Cu and Mo

sites were created and the cross sectional area in the microstfR@ted tubes with wrapped wire, the thermal performance again
ture channel of the coated and smooth surface was reduced, $i6MS No big difference. Also included in Figgajand (b) are
resulting boiling performances would be substantially improved€ results from the correlation of Stephan and Abdelsg&for
This is similar to the results found by Marto et fF]. The ob- smooth tube. The present smooth tube results agree well with
served difference in the boiling curves are indications of variddose of(8]. Moreover, the trend appears the same| axreases
tions in the surface microstructures between the smooth and &-coated tubes.

hanced surfaces. Again, like Hsieh and Wé@g the data(see  Following Rudemiller and Lindsa}f] with dimensional analy-
Fig. 3 for increasing heat fljxshow that the hysteresis phenomsis for the present study, a correlation for plasma coated tubes
enon can be observed for both smooth and enhanced surfa¢e#hout wrappedpf the present boiling data for both R-600a and
However, the hysteresis effect of the coated surfaces seems sti®rit34a was developed. In addition, the data for smooth tubes with
ger (~1 K temperature overshoot for Cu coated but in R-§00avrapped wire were also correlated using relevant parameters.
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(2) wrapped smooth tube( 8 =1 " ), q=900 W/m’, R-134a (h) coated tube(Mo), g=900 W/m’, R-134a

Fig. 7 llustraiton of boiling visualizations

Both correlations are shown in Fig. 5. The pressure effect wéienal Jacob numbe@da) defined asC,AT/h¢, was correlated in
also included in terms of reduced pressure rdjothrough the form of Re=ay/hygu e, Wwherer is average pore diameter ands

present tests at only one reduced pressure for R-1334a dhe porosity, geometric scale factar=#/8; & is porous layer
R-600a, respectively, and a pressure funci@R) (Carey[6]) for  thickness and the constant heat flux numbiey= 7/ 7p 0. The

completeness. For plasma coating heating surfaces, the conv&iirelation as shown in Fig. 5 has the following form

Journal of Heat Transfer APRIL 2001, Vol. 123 / 265

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



12 K (ubc/designated N Dumber of bubbles (A, = 18X5.5mnr") for
present experiments
B _6-003 R'::?IA symbol N'; number of bubbles at g=121W/m?
F A A g 2 (data from Ammerman et al. [10])
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Fig. 8 Ratio of number of bubbles (N/N') and n in measure-

ment area versus g

Ja:O.04IRe]O.281Pr]O.GF(P)[)\]fo.lSA[ch]0.067[Pr]l.65
4.960%x10 *<Re=<4.943x10 2
=3.
3.793<Pr=<3.982 (13)
1X1072<\<4%x102

1.089x10 3<N=<1.574x10 3

F(P)=1.8P%Y"+ 4P+ 10P1°,

which is applicable to the plasma coating without wire wrapped
heating surfaces used in R-134a and R-600a. This correlation
the same form as Rudemiller and Lindg®/ except the power

dependence of each individual term.

14
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Fig. 9 Bubble departure diameter and frequency as function
of heat flux

NU=9.7Z RQ]]O.MZ[ Pr]O.G[ PI’] 1.7451 p/dw] —0.001
x[algds(p—p,)]°0% 6] 003
4.691x10 3<Rg,<1.225x10 2
9.9<p/d,<19.7 (14)
1.848<0/gdi(p,—p,)<1.944
1.745X10 %< 9=<3.491 X102
3.793<Pr=3.982

g, again, measurat}, were used in Eq(14). Furthermore, in
ig. 6, it is found that both correlations can predict 95 percent of
the data within=20 percent.

For the smooth tubes with wire wrapped, the heat transfer co-5.3  Boiling Visualization and Bubble Parameters. Visual
efficient Nu=hd, /k can be represented as also shown in Fig. 5 ifests with the transparent sight-glass window of the test section

terms of Prandtl numbe(Pr), Reynolds number Beqd,/uhg,
dimensionless pitch of wire=p/d,,; p is pitch andd,, is the wire
diameter, inverse buoyancy numbera/gdﬁ(m—pu), d, is the
measured bubble departure diameter, and helical ahgleradi-
ans)which has the following form

266 / Vol. 123, APRIL 2001

showed a particular liquid-vapor exchange occurring during
nucleate boiling. Overall, the thermal performance and boiling
phenomena are strongly influenced by the type of refrigerant and
enhanced surface condition. Although the bubble departure diam-
eter and frequency are considerably varied around the circumfer-
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0.08 example, that the present value [fN’ ratio can be up to 6 at
[ wbeldesignated q=1000 Wi/nt for Cul tube and the rate of increase with heat
[ flux for all the tubes considered herein seems the same.
s2 041 021 The data in Fig. 9(aindicate that for all tubes considered, the
007 | s bee o bubble diameter slightly decreases as the heat flux increases.
™ While, the corresponding frequency slightly increases. The fre-
quency fluctuations were found at a given site over a population
of bubbles and becoming larger at higher heat fluxes. The depar-
ture diameters were generally found to be somewhat higher in
R-600a and thus the frequencies to be somewhat lower. The mea-
sured and calculated departure diameters based on Zibgare
also listed in Table 3. Also listed in Table 3 are data for embry-
onic bubble radius calculated from Py(T,)—Py(Ts)
=20(Ty)/r, for comparison and reference. Again, as stated be-
N _059|:o'g(pl _pv)}“‘ fore, it is found that the corresponding departure diameters and
L g embryonic bubble radius in R-600a are bigger than those in
(Zuber [10]) R-134a because R-600a has a little higtred9 percent higher)
= surface tension. As a result, a higher bubble frequency R-134a is
004 | = " due to a lower required bubble pressure for growth and departure.
i o & =C{Gg(Pl—Pv)} Moreover, enhanced surfaces, like coated and wrapped surfaces,
i o’ have smaller bubble diameters. Among those bubble diameters
measured, Cul tube has the smallest bubble diameters and thus
0.03 T T B the highest frequency in both R-600a and R-134a as one would
0 0.0001 0.0002 o000z €xpect. Frequency increases gradually versus heat flux at heat flux
<900 Wint can also be seen. However, the frequency then be-
b Gl ) gins to flatten out a=900 W/nt in the fully developed region.
A Frequency values are shown versus heat flux in Rig). Finally,
the relationship among frequendy bubble diametersl,, and
a'g(p|—pu)/p|2 was found and it is shown in Fig. 10. The tradi-
tional fd,=constant is found in the present study. Actually, the
present results were correlated as a funCtiOt‘D'g(p|—pv)/p|2
ence of tubes, careful attention was made to the location where {{jignin +15 percent of the original data which is shown in Fig. 10.
bubble are released and counted. Figure 7 is a photograph takemt@ average valuevalue ofmindicating the slope of the curve in
900 W/nt for S, S1, S2, and CM tubes in R-134a and R-600Rig. 11) of power for above-stated term was found to be about
refrigerants. It shows, qualitatively, the tube in the fully develope@.23 which is very similar to that of Zubéi1] (=0.25).
nucleate boiling regime except FiggeYand(f) where the nucle-

ate boiling is still developing. At this stag@00 W/nf), no bubble 54 Model Validity AssessmenHeat Transfer Prediction.
agglomeration was observed to occur and overlapping imaggs previously stated, following Hsieh et 48], a prediction of
were carefully avoided. The bubble size seems in R-600a biggfsat flux for the present enhanced tubes can also be divided into
than that in R-134a as compared to Fig&a)#(d) and the corre- the microlayer evaporation componerdyg), nucleate boiling
s_pondlng photographs for R-134a. For quantitative ana'VS'S:cémponenthB) and natural convection componeny) which
simple optical method was used to measure bubble parameterg4{ pe individually calculated from the relevant equatitiisieh
600=q=1000 W/nt; namely, departure diameter and frequencyet aJ. [3]) through a known active nucleation density’] and
The bubbles with a measured area on the video-screen are counat@@#ee of superheat\(T,) obtained from the measurements for
easily. To compare with the data reported by Ammerman et @ach case. Figure 11 depicts the total predicted heatgfjuand
[10], the same measurement area, 5.5 mm high by 18 mm widach component of with measured heat flug,, on enhanced
centered above the tube, was defined within each digitized phe{gating surfaces for R-600a. It appears that the predicted heat flux
using the image processor. is almost exactly the same asmeasured. It can be seen that
Figure 8(a)shows the ratio of number of bubblesl/N"). N’ Ueyeie= (Ave g+ Ongtw)/(tg+t,) Wherety is the time of bubble
was calculatedat =121 W/nf) from Ammerman et al[10]. growth andt,, is the waiting time for reformation of the thermal
Even though the different working fluids and heating surfacésoundary layer; namely, latent heat dominates the heat transfer
they have, the comparison was still made. The number of bubblestribution among the predicted heat flux especially for plasma
reported(N) are averaged values. The data have been taken agcated tubege.g., CM, CM1, Cu, and Cul tubesFor all the
heat fluxg=600, 700, 800, 900, and 1000 V\ﬁmespectively, tubes considered, the contribution of latent heat transfer increases
and refer to individual, isolated bubbles, not influenced by thesharply with the increases in wall superheat. This finding coin-
neighbors. Naturally, bubble growth after departure and bubhi&les with that of Hsieh et a[.3]. Similarly, the data shown in
agglomeration were considered as possible sources of error. Fgg. 12 indicates the comparison of the present model with experi-
ure 8(b)clearly indicates the number of bubbles per unit area usetental data for R-134a. Again, the similar behavior was found as
in a particular measured area to assist the illustration of F&. 8 that for R-600a and, again, it clearly shows the good agreement
In general, the number of bubbles increaseq exreases. Dif- between the prediction and the experimental data. The trend and
ferent symbols(e.g., Cu indicates copper coated surface, seeagnitude seem similar compared to Fig. 11. However, the latent
Table 1, for details)are used to characterize different heatingpeat portion,qqce takes a less part of heat transfer contribution
surfaces. The trend for all enhanced surfaces seems the satinis.time compared to th@.,e in Fig. 11. Consequently, natural
However, for the magnitude, there appears two groups; tube Cegbnvection component plays a relative major role in this heat
Cu, CM1, and CM is one group and tubes S, S1, S1.5, and S2ransfer process especially for smooth/wrapped tubes, S, S1,
another group for both R-600a and R-134a. The values of R-1383, and S1.5). This is perhaps because R-134a has a lower latent
are higher than those of R-600a. Furthermore, the trend for bubbleat valugnearly one halfthan that of R-600a but has nearly the
development is also in agreement with those of Ammerman et aame wetting ability and, in turn, the bubble departure diameter
[10]. Taking a closeup examination of Fig. 8, it is found, foffrequency)in R-134a is lowerhigher)than that in R-600a. Tak-

fd

Fig. 10 fd, versus og(p;—p,)/p?

Journal of Heat Transfer APRIL 2001, Vol. 123 / 267

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1000 F ¥ Qu 1000 F v Yy
600 E %4, 55 [ v o q,
E O9Y9cyee %J 800 F E O9cvae
I E A I T
400 | =) 400 [
200 | R-600a 0 @S 200 | R-600a oM
0'...|....|....|....|....|.... o' l ..M.| 1 ol aa oy
1000 F Y Qu é 1000 F v ATV
L ¢ Qs r 04,
800 :- O9cvee ﬁ 800 :— OYcycre
2 rAq ¥L] -
q(W/m®) 600 £ Ne vnl:l q(W/m?)s00 A Qxc
400 | o 400
200 | R-600a M s 200 [-R-600a eI
0'. 1 1 T T 1 0',,,,|,&|... 1 1 M BN
1000 Y du 1000 F v ¥ Qum
R I [ w < g,
800 Z_ O Qevee 800 3 O9cves
g(W/m?*) 600 S q(W/m?)e00 F A Qxe
400 | - 400 |
200 [ 200 :—R-
f R600a o (©S1.5 g 600a o (®)CU
0 aaa b e aaa baa oo 1o s by g g1y 0 L P i ol 1 aal s
1000 F ¥ 9m v 1000 v Y Qqu
F O q, r ¢ q,
800 :- O 9cvers 800 - ? OY9cvee
q(W/m?*) 600 | A Qe q(W/m?*)soo0 | A Qye
r ] F @
400 [ 400 [
200 F R-600a 200 FR-600a
- (d)s1 ; (h)CU1
0' I 1 il 1 S 0...........@.-..‘:...-....-....
0 1 2 3 4 5 6 0 1 2 3 4 5 6
AT(K) AT(K)

Fig. 11 Comparison of the model with the experimental data for R-600a

ing a further look of Figs. 11 and 12, it can also be seen that ttiee presence of enhanced surface generates more active and stable
boiling curve is much more steep for R-600a than that of R-134aucleation sites in the vicinity of the porous matrix and wrapped
wire. Bubble departure diameter in R-134a is smaller than that in
6 Conclusions R-6Q0a. While for R-600a, the bubt_)le frequency is much less than
B ) ) that in R-134a. Generally, a small increase of number of bubbles
_Pool boiling plasma coating and wire wrapped tubes for twon4 geparture frequency has been observed with linearly increas-
different refrigerantR-134a and R-600aat low and moderate ing heat flux.

_heat flux was extensively studied. The results lead to the foIIow-4 The results have generally again confirmed the previous
ing conclusions. speculated mechanisi®,6,12]of boiling with porous metallic

1 Boiling heat transfer is enhanced by both thin layer porouBatrix surface coating. Namely, nucleation takes place within the
matrix coated and wire wrapped on the heating surface, with amatrix and in steady boiling, vaporization occurs within the ma-
enhancement of up to 1:22.3 times for most cases under studytrix. Also, the enhanced mechanisms for wrapped tubes were fur-
The geometric factor such as surface roughness of coated surfdies examined and confirmed.
and helical angle of the wrapped tube should be properly choserb Following Hsieh et al[3], model validity assessment for the

to warrant a heat transfer enhancement. present enhanced surface, was made and good agreement was
2 Correlations for thermal performance were made for coatéound.
and wrapped surface each, respectively. 6 The natural convection contribution in R-134a is much big-

3 Through boiling visualizatiotiat 600=<q=< 1000 W/nt), the ger than that in R-600a which indicates bubble vaporization domi-
photographs qualitatively as well as quantitatively indicate tha@nt in R-600a due to a higher latent heat value.
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Nomenclature

C, = specific heat at constant pressure, kg

d, = bubble departure diameter, mm

d, = outside diameter of test tube, mm

d,, = helical wire diameter, mm

F(p) = pressure function, 1.8r%+4pPr12+10Pr°

f = bubble departure frequency,’s

hig = latent heat, kJ/kg

Ja = Jacob numberC;AT/hy,
L = length of test tube, mm

N = number of bubble generated
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total number of bubble generated, data from Am-

merman et al[10]

= Nusselt numberd, /k
constnat heat flux numbeN;= u?/ 7p o
= number of bubble generated per unit area,

bubbles/r

5

6

active nucleation site density, site$/m

pressure, kPa
critical pressure, kPa
reduced pressure/P,
pitch of the wire, mm
heat transfer rata)\V
heat flux(Q/A), W/n?
roughnessum

Reynolds number for plasma coated tube,

an/higuie
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Re, =

o
AT
ATgy =
th

tw

Reynolds number for wire wrapped tube based orReferences

bubble departure diameteggdy, / uhyq
= embryonic bubble radiugum

temperature difference, K
degree of superheat, K
bubble growth time
waiting period=3g4

Greek Symbols

Subscripts

avg =
b =
C:
| =
M =
ME =
NC =

= porous layer thicknesgym

porosity (%)

= average pore diametegm

helical angle, degree or radian

= geometric scale factom/s

average
bubble

critical

liquid

measured

microlayer evaporation
natural convection
predict

reduced

smooth tube
saturation

vapor
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Study of Subcooled Film Boiling
on a Horizontal Disc:
Part I—Analysis’

D. Baneriee In this work subcooled film boiling on a horizontal disc was studied analytically/
numerically. Linearized stability analysis of a vapor film underlying a pool of heavier
V. K. Dhir liquid was performed in three-dimensional, cylindrical coordinates. From the analysis the
dominant wavelength and configuration of vapor releasing nodes was identified. Com-
Mechanical and Aerospace plete numerical simulation of the nonlinearly evolving interface have been carried out in
Engineering Department, axisymmetric coordinates. Finite difference method was used to simultaneously solve the
University of California, Los Angeles, equations governing conservation of mass, momentum, and energy in the vapor and liquid
Los Angeles, CA 90095 phases. The equations for the two phases were coupled through the matching of normal

and tangential stresses and continuity of mass and energy at the interface. Second order
projection method was employed for decoupling velocities from pressure. Numerical grid
generation method was utilized to construct a grid system which was aligned with the
interface. From the simulations the shape of the nonlinearly evolving interface, the
growth rate of the interface, the flow and temperature fields in the vapor and liquid, and
rate of heat transfer from the wall and into the subcooled liquid have been determined.
[DOI: 10.1115/1.1345889

Keywords: Boiling; Film; Heat Transfer; Phase Change; Two-Phase

1 Introduction were found to be in agreement with the reported data but area and
The study of subcooled film boiling has sianificant a Iicationtime averaged heat transfer coefficients were about 34 percent
y 9 9 PP wer than those obtained from Berenson’s model. The discrep-

In space vehlc_le 3”0' other systems operating in micro-gravi cy was attributed to the presence of three dimensional effects
thermal issues in high speed civil transport, heat treatment of m ich were not considered in the numerical simulations
als, nuc!ear reactor design, cryogenic cooling for SupercondUCtIngHamiII and Baumeistef6] performed a theoretical analysis of
appllcatlons,_and th_ermal storage systems among otr_]ers. subcooled film boiling on a horizontal plate. Based on the maxi-
Although film boiling has been studied extensively in the pasty,m entropy generation rate postulate and by assuming a static
only a limited number of investigations have been performed fof,q empirical configuration for the vapor bubbies, they arrived at
saturated and subcooled film boiling on horizontal surfaces. Bfj estimate for the film boiling heat transfer coefficients in sub-
enson[1] used two-dimensional Taylor instability to obtain argoled film boiling. The authors superimposed the contribution of
expression for the saturated film boiling heat transfer coefficiepigiation heat transfer and convection in the subcooled liquid on

on a horizontal surface. Berensoh] proposed a static bubble the film boiling heat transfer coefficient for saturated liquid as
model where he assumed that the vapor bubbles were arranged on

a square grid with spacing equal to the “most dangerous wave- — — — — ATgp
length” (Ag4,) obtained from two-dimensional analysis of Taylor h=h,+0.88h +0.12h, ATy’
instability. _

Hosler and Westwaté®] experimentally investigated saturatedvhere, h, is_the saturation film boiling heat transfer coefficient,
film boiling of water and Freon-11 on a horizontal surface andnd h, and h,, are the radiation and convection heat transfer
found the heat transfer data to show a large variability. Howevegefficients, respectively. However, no experimental data were
the mean data tended to show a good agreement with predictignigvided in support of the analysis.
from Berenson’s model. More recently Ramilison and Lienhard Linearized analysis of two dimensional Taylor instability has
[3] reproduced Berenson's experiments and obtained film ahéen performed by several investigators. Dhir and Lientj@id
transition boiling data by controlling the temperature of the horextended Bellman and Penningtori8] analysis to include the
zontal disc. They found that transition film boiling data for Freoncombined effect of fluid viscosity and radial curvature of a cylin-
113, acetone, benzene amgentane deviated from the predictionderical interface to obtain the “most dangerous™ wave length and
from Berenson’s semi-empirical model and the magnitude of dée corresponding growth rate. Sernas e{@].were the first to
viations depended on the surface condition. Klimenko arg¥ggest for film boiling a three-dimensional Taylor wave pattern
Sheleper{4] have developed a generalized correlation for satiP cartesian _coordmates_. This wave pattern eliminated the concep-
rated film boiling on a horizontal surface. tgal dlfflcultles tha@ existed in wave patterns base_q on two-

Very recently Son and Dhi5] performed a complete numeri- d_|men3|onal analygls. chob];(_)] s_tudled Taylor msta_lblllty ina
cal simulation of saturated film boiling on a horizontal surfacéircular geometry in which a liquid column formed in a circular
They carried out an axisymmetric analysis of the region surrouniP& was accelerated downward in air. Jacobs also performed
ing the bubble releasing nodes. From the analysis it was shorﬁ/ﬁakly nonlinear analysis of the three-dimensional Taylor insta-
that heat transfer coefficients vary strongly both spatially and tefU!ty- The analysis involved small perturbation expansions about

: : : critical wavenumbe(fcorresponding to zero growth ratére-
porally. The predicted bubble diameter at departure and helgiﬁgtions of shapes of the non-linear instabilities from this method

This work received support from the National Science Foundation were found to match the experimentally observed shapes during
. PP > e nee ou ' the initial part of the growth of the instability. The growth rates
Contributed by the Heat Transfer Division for publication in ti®URNAL OF . . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division January Zd?red'Cted from linear theory V\_’ere found to_be valid much later in
2000; revision received October 31, 2000. Associate Editor: V. Carey. time than the weakly non-linear analysis. The analyses also

@
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showed that the axisymmetric instabilitiesg., circular and hex- a7

agonal) grow much faster compared to other geometiies., UI,T—EJr(G-V)v. (10)
square, rectangular, etcHowever, the axisymmetric solutions

did not converge to the Cartesian coordinate solutions, for radialSubstituting Eqs(6), (8), and(9) in the above equation after
wave numbers approaching infinity, because of the nature of theglecting the nonlinear tern{the last term on the right in the

coefficients of the governing equations. above equation), the following relation is obtained:

In this study linear three-dimensional analysis of Taylor insta- L
bility has been performed in cylindrical coordinates with the ob- c _7o®n (11)
jective of predicting the configuration of wave crests on a circular meok,

disc. The motivation for such a study is to evaluate the pattern of
vapor bubbles under pool boiling conditions for film boiling on a
horizontal flat disk. The vapor bubble pattern identified from tht}t
linear analysis of three-dimensional Taylor instability is utilized”
for numerical simulation of non-linear evolution of the interface

Since the Taylor instability during film boiling results in a
anding wave, above a wave crestratr,, we can imposeu|;
0. Hence from Eqgs(6) and(8) we also get the relation:

J
in subcooled film boiling. EJm(knr)h:,n:O (12)
Kn=amn/rn, (13)
2 Analysis where ap,,, is then' root of Eq.(12) andr,, is the radius of the

concentric ring numben of the wave crests. The values ef,,

can be obtained from a standard handbook of mathematical func-
gio_ns. The same relationship was used by 0aly/| for numerical
dgﬁ‘nulation of two-dimensional Taylor instability in cylindrical co-
ordinates. However, this would suggest that the values of wave-
RUmber approach zero for an infinite size heater, which is concep-
giﬁ_ally erroneous. This paradox will be resolved as we solve the
éispersion relation.

2.1 Linear Three-Dimensional Taylor Instability Analysis.
The instability at the interface of a lighter fluid underlying
heavier fluid has been modeled in this study, where the accel
tion due to gravity is directed from the heavier to the lighter flui
Under the assumptions that the fluids are inviscid and incompre
ible, the fluid layers are of infinite depth, and the nonlinear ter
are small, the linearized governing equations for both fluids,
pressed in cylindrical coordinates are as follows:

Dispersion Relation. Substituting Eq(6) in Eqg. (5) and inte-
grating in they direction from 0 toz the solution for the pressure
19(ru) 1ow dov p|; aty=7 is obtained as
-t ——+—= @)

r o or rade ay

Continuity Equation

d
_ Pl=Po=pgntp—r, (14)
Momentum Equation

wherep, is the mean pressure at the interface in the unperturbed

au ap =)
p—=—— (3) condition.
at or Using the relation
po__1ow 4 p,—Pi=/Rs (15)
at rae and Eqs(8), (11), and(14) for liquid and vapor we get

du ap i

. N n v —
P = gy PO ®) (p|+pu)%:§—(pu—pu)gn, (16)

n S

whereu, w, andv are the radial, polar and vertical components QfereR s the radius of curvature of the interface. An expression

the velocity vectord. In terms of the potential functiowp, the for R, is obtained agsee Daly[11]):
velocity can be written as s '

7 1 1dy

?;‘, Ry Fﬁ_ﬂ' 7)

rSubstituting Eq.(9) in the Eq.(16), the dispersion relation is

1 1 . 1 1
© RRR R
wheret, 6, § are the unit vectors in the radial, angular and ve
tical direction in cylindrical polar coordinates afdis the gradi-

G=Ve=ui+wo+oy,

ent operator. Substituting E¢6) in the continuity equationEq. obtained as
(2)) we obtain, ol 2 ( ok
—¥Kn| — 1+ 5 F(pi—pu)d
VZ _1 9 (9¢ +1(92¢+(92¢)_0 . w2: n 4kﬁr2 | n (18)
“ral ] TraEt a0 ¢ (o1 ) |
The solution of the above equation is given by wherew, is the imaginary component @, . Using the charac-

. teristic lengthl, and characteristic growth rate, defined as
B(1r,0,y,t)=Crpdm(kor )cogmo)el kel et (8) e 12 ’ -

whereJ,, is the Bessel function of the first kind of order. Here ly=| — 2| PI—Po 2)

m andn denote the eigenvalues of E), while k, denotes the (p—p,)9 pitp,) 1o

wavenumber corresponding to mode numbefThe shape of the ¢ gispersion relation E418) is obtained in dimensionless form
perturbed interface is assumed to be

12

(19)

as

7(r,0,t)=7.dm(kor)cogme)el~ient) 9) w2 )

N
where7, is the initial amplitude of the interfacial disturbance and (;z) :(knlo)[ = (knlo)?| =1+ e T (20)
w, denotes the growth ratét should be noted than=0 corre- ° n
sponds to the two-dimensional case The characteristic length, is obtained by balancing surface ten-
The kinematic condition at the interface yields sion and buoyancy forces, whereas the chacteristic frequengy,
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is representative of the growth rate of Taylor instability of thenean of the wall and interface temperatures. Similarly the liquid
interface between two inviscid fluid layers of infinite extent.  properties were calculated at the mean temperature between inter-
Three cases are possible from terms within the absolute-vafiaee and the pool. Radiation contribution was neglected under the

sign: assumption that wall temperatures were not high enough for heat
Case 1 m?>> 4kﬁr2 loss by radiation to be significant. In dimensionless form the equa-
) tions governing the conservation of mass, momentum, and energy
@p, ) m \? are written for vapor and liquid, respectively, as follows:
—7 | =(kalo)| (kalo)* =} | 57| —1 (21)
g o a(ru,) N a(rv,) 0 -
Case 2 m?=4k?r? ar ay (28)
w2 Du, _ p, 1 (vZ uv) 29)
= R e | T
2 Kol o (@2) Dt ar ' Re, rZ
5 2 2.2 Dv J 1
Case 3m“<4k;r vo__ 9Py vy, (30)
2 Dt dy Re,
@, m \?
— | =(Knlo)| = (Kl )%+ (—) +1 (23) Do 1
Wy 2r/|0 v_ V20 (31)
" . . . Dt Pr,Re ’
Critical Wavelength. For each of the three possible dispersion
relationships, the critical wavelength corresponding to zero a(ruy)  d(rvy)
growth rate can be obtained by settiag =0 in Egs.(21), (22), a T y (32)
and(23). For purposes of clarity a characteristic radius is obtained
asr,=m/2k, wherek, is obtained from the dispersion relations Du  opp p 1 (_, U
e c —=——+==—|Vu—= (33)
as follows: Dt ar i Re, r
2 2.2 .
Case 1 m“>4k;re (orr<ry): 2 . Du,  opy . b1 o 5 Rag , -
1 m s I —— | ~ ~ |
K — = B (24) Dt 3y i Re, ap Pr,R€E
e g\ 20/,
> m2= 4k2r2 —r ) %ZELVZQ (35)
Case 2m“=4k;r< (orr=ry): Dt & Pr,Re, I
knc=0 (25) where for general dependent variabfe,which represents depen-
Case 3m2<4K2r2 (or r>r,): dent variablesy, v, and 6,
L[ m |2 Do_oo, o6 96
Kn.= = +1 (26) bt ot Yar Ty (36)
e g\ 20/,

It should be noted that for Case 1 and Case 3 the relationship V2g= 10 [ag| & 37
between “most dangerous wavenumber”lgy, (corresponding to =T o + a2 37

ror
maximum growth rateand the critical Wavenumbeknc is given

also
by .
u,l v Tear Too)l
knd:knc/‘/j1 (27) Reuzpo o o; PI'U:—U; Razgﬁl( saf ) O;
inh i ; ; : . . Ko ay Vi@

which is the same as in two-dimensional analyses in Cartesian
coordinategBellman and Penningtof8]) and is also the same in A Py My Oy
three-dimensional analyses in Cartesian coordin&@emas et al., p= o’ m= w’ @= e

[9]). For Case 2, sincEnC:O this is valid only form=0. Thus

this is same as two-dimensional configuration and hence we AB_carrylng out numerical simulation the characteristic lenggh,

; ; : and characteristic growth rate frequeney, are defined in Eg.
gﬂégﬁ ksargi r?%n:gs E(R7), though here we arrive at the(lg). The characteristic time,, characteristic velocityy,, and
N L ) . “most dangerous frequencywy are defined as
Case 2 yields a trivial solution, which is not relevant to the

present case. Also, from Case 1 the valuekobbtained are not lo Iy

of significance in the situation analyzed here since these values of to= 9 Up=77 @q=0.62Xa,. (38)
k,, occur before the first ring of crests. Hence, Cases 1 and 2 are ©
not of interest. The characteristic timd, , is obtained by combining the gravita-

Case 3 yields the only viable solution tg,. Equation(26) tional acceleration and the characteristic length, whereas the char-
implies that as the radius of the heater approaches infinity, theteristic velocity,u,, is obtained by combining characteristic
critical wavenumber approaches the value obtained from analy$esgth and characteristic time.
performed in Cartesian coordinates. Hence, this resolves the parafhe dimensionless temperatures are defined as
dox mentioned earlier.

_ Ty~ Tsat. T-T.

2.2 Numerical Analysis Of Nonlinear Growth of the Inter- 0,= AT, " ATgw’
face. Numerical simulations of the evolution of the vapor liquid - .
interface during subcooled film were carried out by assuming thifére T, and T, denote the vapor and liquid temperature vari-
the process could be considered to be axisymmetric. In carryiftg!€S respectively. The dimensionless pressures are defined as

(39)

out the analysis the wall temperature was specified and was as- X+ p,gy PE+pigy

sumed to remain constant during the evolution of the interface. S P ! 2' ) (40)
The thermophysical properties of the vapor were evaluated at the PyUo pUg
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andpy andp;® denote the static pressures, respectively. It is to be *

noted thatp is defined as a pressure whose gradient is subtracted
by a gravitational head which otherwise would appear in momen-
tum equations. Also, the degree of superh&@t, and degree of

subcoolingA T, are defined as

ATy=Twai— Tsar  ATsu= Tsar T

where, T is the saturation temperature of the test fluid ands

e Al 1)

(52)

the temperature of the liquid phase far away from the vapor-liquid

interface.

For complex geometries, the solution procedure of governing
equations are simplified by transformation to generalized, nonor-

(53)

thogonal, curvilinear coorodinates. This provides flexibility in im-

proving resolution in desired regions of the domain of solution.
Since two-phase flow with a complex interface is difficult to solve
in (X, y) coordinates, the following coordinate transformation is

used:

E=E(XY, 05 n=n(X,y,1). (41)

When the interface is deformed largely, interior grid points are
difficult to determine algebraically. As such a grid system aligned
with a complex interface is generated numerically by solving J

Poisson’s equationdrhompson et alf12]).
At the interface,§,=0 or T,=Tgand ;=1 or T|=Tgy. At
the rigid wall

To=Twan (43)

where, T, is the wall temperature. At the locations of symmetry 1

with respect toy-axis and the centerline

(44)

=0 (45)
a0
o (46)

Far away from the interface
au,

. 0U|7 .
ar gy

6,=0. (47)

At the interface, the matching conditions for velocities anﬁé

stresses arésee, e.g., Shyj13]):

p)——

o Xgm
Ul_Uu:_(l_P)

T "
For shear stress and pressure
1
ﬁﬂ—TU:O (49)
1 2 (1 A n2
gprpv:ﬁ(;m—% +(1—p)m
+(1ﬁp)(y*yo)*(1ﬁp)é (50)

In the above equations
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(42)

24,2
XetVYe XX, tYeY, XU~y
X§+y§7': EJ fun_ énJ fﬂu§+ féz §2§
\/Xg+Y§

2 2
Xty
J

X¢ Ye )
u-+ v
JXEH?) ) (JXEWE ) }

XYYy Ve )v
VE+ys ;

(54)

X¢
— | u+
VE+ys .

u X§U§+y§l)§
r X§ yf

o XYeem YeXer Ye
R (xg+yp™®

C—F——.
[ 2 2
r X§+y§

In carrying out the computations, the energy equation is solved
prior to the momentum equations because initially oélis un-
known in Egs.(31) and (35). In this study, the discretized equa-
tions are solved by an iterative method rather than by direct in-
version of matrix. To enhance the rate of convergence of
iterations, a relaxation factor obtained from orthogonal-residual
method(Streett and Hussaiifil4]) is used.

The numerical model employed in this study is similar to that
given by Banerjed15] and Son and Dhif16]. For the details
(about the discretization of the governing equations, coordinate
transformation, numerical grid generation and solution procedure
for contravariant velocity vectors employed in this study—using
second order projection method and orthogonal residual mgthod
the reader is referred to the above mentioned references.

An explicit scheme was used for marching in time. The time
eps during computations were varied in the range*16 10" °
satisfy the CFL(<1) condition for a grid size of 42 64 in the
fluid region. The time step was varied, in accordance with the
CFL condition, due to reduction in the minimum size of the non-
uniform grid as the bubble evolved. The smallest grid dimension
varied from 5<10 2 to 2x10 %l,. It took about 8—10 hours
of CPU time on CRAY C90 to calculate one cycle of bubble
evolution.

The numerical model was tested for its accuracy by comparing
with the numerical results of Sd] for saturated film boiling of
water. The results were in agreement with the numerical predic-
tions of Son[5]. The numerical method was also tested for its
accuracy by comparing the predicted early growth rate of the in-
terface with that determined from the linear instability theory for a
two-dimensional interface. For a rigid adiabatic wall, the numeri-
cal error was found to be less than 1 percent. The sensitivity of the
results to grid size was also tested. When the number of grid
points was doubled the difference in the calculated Nusselt num-
bers based on area and time averaged heat transfer coefficients
were in agreement with each other within 1 percent. As such, all
of the results reported in this work were obtained with the number
of grids noted earlier.

(55)
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3 Results and Discussion

Table 1 Number of peaks supported by the region between

consecutive rings

Before proceeding with the numerical simulation of an evolving

interface, it is necessary to determine the computational domain;

The extent of the computational domain depends on the dominan
wavelength. As such we first discuss the results obtained from the

dispersion relation, Eq26).

Values of m obtained from solution of Equation (60)

n=1 n=2 n=23 n=4¢4 n=>5
5 12
3 7 /14 20 2%
4 8 15 21 27
6 /10/ 17 93— 29
7 11/ 18 24— 30
12/
13

n=1 n=2 n=3 n=4 n=>
77— 13
3 8 14 20
4 9 15 21 27
b) 10 16 22 28
6 — 11 17 23 29

WB~—""230

Fig. 1 Values of m obtained from solution of Egs.  (60) and (61)
for spatial distribution of wave peaks corresponding to wave
number k,,d both in the radial and in the circumferential direc-
tions

60 T T T T T

a0

201

-60 L L i )\ '
-60 -40 -20 0 20 40 60

Fig. 2 Plot of crests of the three-dimensional Taylor wave on a
circular plate for (m,n) values of (4, 1), (8, 2), (15, 3), (21, 4),
and (27, 5). The circular plate, radial rings and wave crests are
shown elliptical in the figure.

Journal of Heat Transfer

n | n+ 1| (Number of wave crests)/ A3,
1| 2 0.8

21 3 1.1

3|1 4 1

41 5 0.98

3.1 Dominant Wavelength. The dispersion relation, Eq.
(26) involves three unknowns, namety, n, andr. Thus two ad-
ditional relations are needed to determine the wavenumbers cor-
responding to critical or “most dangerous” wavelength. A second
relation is provided by Eq13). Since in film boiling, no prefer-
ence is expected to be given to perturbations that grow either in
radial or azimuthal directions, we obtain the third relation by as-
suming that the dominant wavelength in the azimuthal direction is
the same as in the radial direction:

2r,
M+1= M= m (56)

H

Liquid

Vapor

y

0

0 — R

r

Fig. 3 Computational domain for solution of fluid side govern-

ing equations. In the computations ~ H was set to 15, R was set
to 4.34. The value of B changed as the height of the vapor
bubble changed with time. The number of grids used in the
vapor side was 42 X 22, with 42 grid points along the radial di-
rection. The number of grids used in the liquid side was 42

X 42 in simulation runs for saturated film boiling and 42 X77 in
simulation runs for subcooled film boiling.
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Grid Generation att=3
6 T ] T T T ]

0
0 051 15 2 25 3 35 4 45

r/ls

Grid Generation att=5.3

Fig. 4 Plot of grid locations for film boiling of saturated PF-
5060 at Jaj=0.77, and Ja}=0.133, i.e., AT,=100°C, and
AT,,=10°C. The radial and vertical distances are non-
dimensionalized with respect to l,. Time ¢ is non-
dimensionalized with respectto  t,.

wheren and n+1 are the ring numbers of circumferential ar-non-dimensionalized with respect to

Ja,=0.77, Jaj = 0.069

6 T T T T T T T T
t=5.99

Fluid : PF-5060 —

t=5.38

O e feme o = e
0 05115 2 25 3 35 4 45
rily

Jay=0.77, Ja; = 0.133
6 T T T T T T T T

Fluid : PF-5060 —

t=5.8

Fig. 5 Numerical predictions for temporal evolution of the
liquid-vapor interface for wall superheat, AT,=100°C and
ATgp=5°C and 10°C. The radial distances and interface
heights are non-dimensionalized with respect to l,. Time tis
t,.

rangement of wave peaks as we move radially out from the center.

Similarly if one moves radially inwards, the relation becomes:

27,

M= Mh-1= (57)

Using Eq.(13) in Egs.(56) and (57) the following relations are
obtained, respectively:

Xm’ n+1 am,nizﬂ' ®m,n

Ko Kn

m

58
I(nJrl ( )

or,

am,n am’,n—l_ 2w am,n

ke Ko m k'

(59)
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wherem’ denotes the number of wave nodes at the preceeding or
succeeding ring from ring.

It can be shown from the dispersion relation E26) that the
wavenumbek, becomes independent of radiuswithin a short
distance from the origin. The asymptotic valuelgfis reached
before the occurrence of the first concentric ring of the wave
nodes. Hence in the above equations, it can be assumed that
K,+1=Kk,=k,_1. This enables a solution fam for a givenn
which is coupled with the solution ah’ at ring numben+1 (or
n—1). Therefore, we obtain from Eq&8) and(59), respectively,
as follows:
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Bubble Shape at Departure (Fluid: PF-5060)
6 T T T T T T T T

y/lo
©w

0 L —
0 05115 2 25 3 35 4 45
r/lg

Fig. 6 Comparison of interface shape at bubble departure for
wall superheat, AT,=100°C, and liquid subcoolings, ATy,
=0°C, 5°C, and 10°C. The interface height and radius are non-
dimensionalized with respectto  /,.

Velocity Field — Vapor

. —u=1
Ja,=0.77, Ja;=0.133

AT, =100°C

AT =10°C
sub

t=3

y/l,

Fig. 7 (a) Spatial distribution of velocity vectors for
respect to t, and velocity is non-dimensionalized with respect to
times the respective length of arrows in the figure on the left;

ATg,,=10°C at t=3. Time is non- dimensionalized with respect to

Journal of Heat Transfer

2Ta
m=_——_—mn (60)
A’ n+1 Ampn
or,
2m7a
m= o (61)

Amn~ Am’ n-1

The above two equations describe implicit solutions for the
probablevalues ofm for a givenn. Hence, either of the values of
m obtained from the above equations are possible. This yields a
set of solutions foilm, n) which provide a spatial distribution of
wave peaks which are equidistant in the radial and circumferential
directions.

Figure 1 shows the values offor each ring numben obtained
from Eqgs.(60) and (61) assuming that the distance between the
wave amplitude peak&rests)correspond to the most dangerous
wave numberknd. In the figure, each column corresponds to the

number of concentric ring. For example, wher1, the mini-
mum possible value afis 2, according to Eq60). Hence, 2 is
listed under first column for the solution of E¢60). Whenm

=2 andn=1 the possible values af for n=2 are 5, 6, and 7,
according to Eq(60). Hence arrows have been drawn in Fig. 1
from 2 in the first column pointing to 5, 6, and 7 in the second
column. Wherm=5 andn=2 no solution is possible to E¢60)

for values ofm at n=3, so that the inter-crest separation distance

Velocity Field around Cmin

05 . —
[N & n
¢
\
¢ !
_° e e
— 025} e \ i
> ¢
o
& \
L3 e \ .
0 . o
1 2 3 4
r/l,

(@)

AT,=100°C, ATg,=10°C and t=3. Time is non-dimensionalized with

u, . The length of arrows plotted in the figure at the right are 2
(b) spatial distribution of isotherms (#) for AT,=100°C and
t,.
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Temperature Field

8 . -
AT . =100%C, Ja"'=0.77
w v
AT _ =10°C, Ja’=0.133
sub |
t=3
_O
~
>
Temperature Field around {
4+ N min
0.5
~48
5752 _o
= 025¢
——g >
AP 48—
r\-/ 5
—1 2=
o4 . 0
0 2 4 1 2 3 4
r/l r/l

(b)

Fig. 7 (Continued )

corresponds tdxnd. Hence, no arrows originate from=5 in the (n=1), the dominant wavelength in the radial and azimuthal di-
second column. Whem=6 andn=2 the only possible value of rections obtained from the three-dimensional analysis is found to
mfor n=3 is 12, according to E¢60). Hence an arrow has beenbe equal to the “most dangerous” wavelengtty,, obtained
drawn from 6 in the second column pointing to 12 in the thirfrom two-dimensional Cartesian analysis. Table 1 shows the num-
column in Fig. 1. The possible values wiffor succeeding values ber of wave peaks supported peiz area in the region between

of n have been listed in the figure, in the columns that follow. Aonsecutive rings. It is seen that about one wave peak is expected

set of arrows are drawn in Fig. 1 to depict the relations akin 1@ exist over an area equal to square of two dimensional Taylor
those mentioned above. Solution of E§1) yields similar rela- wavelength.

tionships which are also shown in Fig. 1. Next question to be answered before proceeding with the nu-
From Fig. 1 the most probable solution corresponding to Egherical simulation of the evolution of the interface is the extent of
(60)is found as: the computational domain for the axisymmetric analysis, although
n=1 n=2 n=3 n=4 n=5 the process is three dimensional. §&7j modeled the alternate
4 0or5 8 15 21 27 release of bubbles from the node and antinode during each half of

the cycle from an area equal mﬁz. He did so by considering two
interacting circular regions of areg,/2 that surrounded the node
n=1 n=2 n=3 n=4 n=5 and the antinodélocations of bubble release during the first half
4 9 15 21 27 ° and the second half of a cycle, respectiyelyhe analysis re-
] ) ) ) ) _ vealed that the essential physics of the process could still be re-
Thus the two formulations give nearly identical solutions withained if either of the circular regions surrounding the node or the
small differences in the number of nodes that are accommodatgginode was considered and a condition of symmetry was im-

in the inner rings. Figure 2 shows the location of wave cresfg,sed at the outer edge of these areas. The latter approach simpli-
(small ellipsesjon concentric ringdalso shown elliptical The = fios the numerical simulations and is utilized here, although the
outer ring denoted by the solid line, and depicted as a large gl

- . ea and time averaged heat transfer coefficients in the latter ap-
lipse, represents the outer edge of the cnr_cular h_eater. The ra USach are about 10 percent higher.

of each ring(the spacing between each ring being equal to the

most dangerous wavelengtis obtained from Eq960) and(61). 3.2 Evolution of the Interface During Subcooled Film
Since in film boiling vapor bubbles are expected to be releasBailing. Figure 3 shows the computational domain used in the
alternatively from nodes and antinodes of the Taylor wave durimgesent analysis. The dimensionless outer rad)xf the com-
each half of the cycle, in Fig. 2 the antinodes are depicted Ipytational domain has a value g6 or 4.34. The dimensionless
crosses. It is interesting to note that starting with the first rinigeightH, of the computational domain was chosen to be 15. Com-

whereas corresponding to E@1) it is:
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Fig. 8 (a) Spatial distribution of velocity vectors for ATy=100°C and ATg,,=10°C at t=5.5. Time is non-dimensionalized with
respect to t, and velocity is non-dimensionalized with respect to u, . The length of arrows plotted in the figure at the right are 2
times the respective length of arrows in the figure on the left; (b) spatial distribution of isotherms (6) for AT,=100°C and

ATg,,=10°C at t=5.5. Time is non-dimensionalized with respect to t,.

putations were performed for thermophysical properties of PBrought in contact with the interface at the saturation temperature.
5060 for wall superheatAT,=100°C and liquid subcoolings The duration of contact is assumed to be equal to half of the time
ATy 0f 5°C, 10°C and 22°C. The vapor properties are evaluat@eériod between two consecutive bubble departures at a particular
at a vapor mean temperature @i+ Tsa)/2 and the liquid prop- |ocation.

erties are evaluated al {+ Tg,)/2. For thermophysical property . )

values of saturated PF-5060 at atmospheric pressure the values &irediction of Interface Shape and GrowthThe evolution of

the characteristic length and growth rate are obtained from E§e interface during one cycle was computed. The grid structure at
(19) asl,=0.735 mm andv,=114.7 Hz, respectively. Similarly, €arly and late periods of evolution of the interface is shown in Fig.
the characteristic time and velocity obtained from E88) are 4. The computations were terminated after the radius of the neck

t,=8.65ms, andi,=0.085 m/s, respectively. acquired a value smaller than the size of one mesh. In this work,
Initially a vapor film of uniform thickness was perturbed using0 attempt was made to track the bubble motion into liquid after

a Bessel function distribution as follows: pinch off. The shapes of the evolving interface at several discrete
times from computations for superheat of 100°C and subcooling

£ —[1+ €Jy(3.8321R)], (62) ©f5°C, and 10°C are shown in Fig. 5. The plotted interface height

o at different radial positions has been non-dimensionalized with the

whereJ. is the Bessel’s function of order 0 and a value of 3.g38haracteristic length. After the outer interface in the middle attains
o .

is the first root satisfyinglJ, /dr =0 (Daly,[11]), ande was set to &N amplitude of about 3, a “neck” starts to form at the base of the
0.1. Here{ is the location of the vapor-liquid interface in the€VOlving interface. After the “neck” formation—the interface
vertical direction from the wall, while, is the thickness of the continues to move inward until the bubble pinches off. The vapor
undisturbed vapor layefNote: { ., is the maximum height of the film is thinnest Whgre the |nt§rface_appears_to attgich to the heater
vapor liquid interface from the wall and,,, is the minimum surface. The location at which minimum film thickness occurs
vapor film thickness]. The initial velocity and pressure profilegioves radially inward with time. The minimum vapor film thick-
were obtained from linear stability analysis, as described by Sogss is found to decrease with time until just prior to bubble
[5]. Initially a conduction temperature profilenear)is specified departure, when at the location of minimum vapor film thickness
in the vapor region and in the liquid region an error functiotthe interface once again moves away from the wall. This is caused
distribution of temperature is specified. The thickness of the thdyy enhanced evaporation due to superheated vapor accelerating at
mal boundary layer in the liquid is derived by assuming that the location of minimum vapor film thickness.

semi-infinite liquid layer uniformly at subcooled temperature is The bubble shapes just prior to departure for the saturated case
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Fig. 8 (Continued)

and for subcoolingsAT,,,=5°C and 10°C, for a wall superheat It is also observed that the thermal boundary layer is
of AT\y,=100°C are shown in Fig. 6. The effect of liquid subcool*'squeezed” at the upper portion of the vapor bubble with rapid
ing is to reduce the bubble height as well as the sideways grovétiolution of the interface. The thermal boundary layer shrinks as
of the interface. At higher subcooling the liquid drag on the vapahe interface rises at a rate faster than the development of the
bubble is smaller because of the decrease in growth rate of th@rmal boundary layer in the liquid. However, the thermal
interface and correspondingly there is less sideways protrusmanundary layer in the neck region is quite thick because of lack of
the vapor bubble. upward convective motion.

Thermal and Hydrodynamic AnalysesBoth vapor and liquid

sde hycrodynanics signiicantly moclfy the heat vansfer mechag 2ty i AU RN (G CORITE O RO U e im
nisms in subcooled film boiling. In Figs. 7 and 8 velocity vector d '

and isotherms, respectively, have been plotted for a wall superhégpmg the liquid side heat transfer significantly affects the evapo-

of 100°C and for liquid subcooling of 10°C at dimensionless

times 3 and 5.5. The figures show that the magnitude of velocities

in the vapor phase are much higher than those in the liquid phase. —
The vapor velocity increases radially inwards in the thin film re- / CI, L
gion because of gradually decreasing flow area as the vapor '
formed at the interface flows radially inward. The vapor injected /x/
into the bubble from the thin film region induces a large convec- —

tive motion in the bubble. The liquid velocities are higher near the p qw. INTERFACE
top part of the bubble due to dispacement of the liquid mass by q
the expanding bubble and diminish in the pool. The radially in-

ward movement of the interface at the neck region causes the

liquid from the upper region to flow inward towards the neck 77— WALL

isotherms is uniform in the thin film region. This indicates that the —
energy transfer during film boiling is governed mainly by conduc- qw

tion in the thin film region, rather than by convection. The spacing

between isotherms is distorted in the vapor bubble due to largg. 9 Schematic of the various heat fluxes at the interface
convective motion in the bubble. and at the wall in subcooled film boiling

region.
The temperature profiles show that the spacing between the T
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Fig. 10 Plot of temporal variation of local values of wall Nu for
wall superheat, AT,=100°C and liquid subcooling, AT,
=5°C and 10°C. The radial distances are non-dimensionalized
with respect to /,. Time t is non-dimensionalized with respect
to t,.

Fig. 12 Temporal variation of area averaged Nu in the vapor

phase for wall siperheat, AT,,=100°C and liquid subcooling,
ATg,=0°C, 5°C, and 10°C. Time is non-dimensionalized with
respectto t,.

are averaged over an area bounded by a circle of réliusshere
R’'=\g2/\J27.) The area averaged heat flux at the interface from
the vapor sidey, v, is partitioned between area averaged value of
heat lost to the liquid at the interfacg, |, and the heat fluxgy,,
utilized for vapor production at the interface. Hence the total heat
input, gy, to the vapor phase as latent heat and sensible heat per
unit cell area per unit time, is obtained by summingggk and

Qv Or

aw=Cvs+dy (63)
Q=01+ 0 (64)
Qvr=CyL+ Ovs (65)

The above components can be evaluated from the following rela-
tionships:

ration at the interface and thereby influences the wall heat trans-
fer. Figure 9 shows a schematic representation of the various com-
ponents of heat flux at the interface. The area averaged heat flux at
the wall, gy, is partitioned between the sensible heat gained by
the vapor(area averaged valyeqys, and the heat flux at the
interface (area averagedrom the vapor sideq, . (The values

aw= —ATWJPR,—K (‘99”) 2rdr (66)
w R/Z o v é,y Y=o

— AT, [r=F |86,

qv= =7 fr:o — K] ( A )Y%Zrdr (67)
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Jay = 0.77, Fluid:PF-5060 20 . T . .
20 T T T T T T
Saturated — Jaj =0.067 -~
Ja) = 0.067 - 15 0.133 -
15 | 0.133 - ]
z 10
3
= 4
5+
0 booooriopriniogiiiiss - )
0 1 1 1 1 1 1 O 1 2 3 4 5
0 1 2 3 4 5 6

t/t,

Fig. 13 Temporal variation of component of averaged Nu in

Fig. 11 Temporal variation of area averaged Nu at wall for wall
superheat, AT,=100°C and liquid subcooling, ATg;,=0°C,

the liquid phase for wall superheat,
subcooling, ATy, =5°C and 10°C. Time is non-dimensionalized

ATy=100°C and liquid

5°C, and 10°C. Time is non-dimensionalized with respect to to.
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Fig. 14 Plot of local Nu at interface for production of vapor entering the film for t=0, 3, 4.9, and 5.5. Time is
non-dimensionalized with respectto  f, and radial distance is non-dimensionalized with respect to lo.
— ATsubJr:R/ ~ ((90|) — a,l 1 r=R’
=— —k) | == 2rdr 68 = o _
4= Rz . 3| 54 o (68) Nuy AT, R? fr:O Nuy2rdr. (71)
m: m_th (69) Similar Nu can be defined far, [, qyt, andqy, as
where — q_\,TI0
Nuyr="—7— (72)
— Pylo r=R’" Ky w
m= —+ m2rdr, (70) —
R r=0 |
NG = ai.Llo (73)
wherem is defined in Eq(51),f is the unit normal vector at any Yt Kk, ATy
radial location on the interface ardis the unit vector in they —
direction. (In saturated film boilingg, /=0, and, henceg, v —  Auilo
direct : : Nuy, = : (74)
=qyL)- Ky ATy
The Nusselt number based on area averaged wall heat flux is . . . . .
written as The spatial variation of Ny at different times during the evo-
lution of the interface is shown in Fig. 10. Large variations in
Nuy, are seen to occur both spatially and temporally. The peak in
Nuyy occurs at a point where the vapor film thickness is minimum.
- — o The location at which maximum heat transfer Nu,) occurs is
Table 2 Predictions for Nu  for AT,=100°C seen to move radially inward towards the center with time. Also,
(AT) Ja* | Numerical the magnitude of maximum heat transfer maximum value of
sub ! N i ith time, until prior to bubble departure. Just
oC Prediction Uy) increases wi , until p u parture. Ju
( ) redic before bubble departure, the peak value of,Ns found to de-
0 0 7.84 crease. This result is different from that observed for results from
5 0.067 812 computations when property values of water are uggd The
. : value ofJa, for a wall superheat of 100 °C for PF-5060 is 0.77,
10 0.133 8.45 and 0.09 for water.
29 0.293 8.91 High values ofJa, imply that liquid can be readily evaporated
: : when exposed to superheated vapor. It is postulated that increase
282 / Vol. 123, APRIL 2001 Transactions of the ASME
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in the minimum vapor thickness just prior to bubble departure isiacreased. The value of 0.5 obtained in the present work is con-
result of evaporation induced by the high velocity vapor leavingjstent with that deduced from the results of Dhir and Purohit for
the film region. high wall superheats.

Figure 11 shows the temporal variation of area averaged Nus-
selt number(or Nuy,) computed for the two values &fT,. It is )
noted that as the interface evolves a significant increaddujp 4 Conclusions
occurs from the initial value. The increase results from the in-
crease in local value of heat transfer coefficient in the thin filrpn
region. With increase in liquid subcooling the area averaged h(?ﬁl
transfer coefficient increases. However, most of this enhancem
occurs in late stages of the evolution of the interface. In order
understand the physics of the process further, we plot in Fig. 1
area averaged Nusselt number based on heat input into the van
(phase change and sensible hetitis seen that with increase in

1 Three dimensional Taylor instability analysis in an axisym-
tric geometry has been performed. The analysis reveals that
st dominant Taylor wavelength during film boiling on a disc is
same as that obtained from 2-D analysis in Cartesian coordi-

tes.

'2 Numerical simulation of evolving interface during subcooled

R{boiling have been performed. The analysis provides the shape

i ) - - and the growth rates of the interface as well as the associated
liquid subcooling less amount of energy partitions into the vapgf drodynamic and thermal behavior

Ht]:rfg%elsgr:ae;%?tl%l Igvrc])levail; Inﬁ‘llié;ggevﬁl%?éa?s%c%r:r W?:ni dtlhé/s The effect of liquid subcooling is to increase the wall heat
. g y rap lux, mainly because of the heat loss to liquid that occurs in the
However, subsequently in the later stages of the evolution of t

. . . - n film region. With increased heat loss to the liquid the film
interface some recovery in the total heat input in vapor tak%%comes thinner
place. .

4 Condensation of vapor occurs on the top portion of the

Nusselt number based on area average heat transfer into S . . A
subcooled liquidor Ny, ) is plotted in Fig. 13 as a function of éoglvmg interface whereas evaporation occurs in the thin film

time during the growth period of the interface. At a given time th
Nusselt number increases as liquid subcooling is increased. For a

region.
I g

given subcooling the Nusselt number remains fairly constant dWromenclature

ing the initial period but increases very rapidly in the dimension-
less time interval between 4 and 5. This is the period during which €
a rapid reduction inNu,t was observed. During the bubble Cpi
growth period as much as five fold variation in liquid side heat Cpv
transfer is observed. Isotherms in the liquid show that during the 9
period of rapid increase in interfacial area the thermal boundary
layer in the upper portion of the bubble thins and in turn leads to Nrg
an increase in the rate of heat transfer into liquid. However, in the
later stages, as the interface slows down, the boundary layer thickJ&"
ens once again and leads to reduced rate of heat transfer intolk
liquid. o

In Fig. 14 the Nusselt number based on the energy utilized in M
producing vapor at the interface is plotted as a function of radial N
position at different times during the evolution of the interface. It Nu
is seen that later periods of the evolution of the interface, negative P
values of the of the Nusselt number occur at the top portion of the Pr
vapor-liquid interface. The negative values imply that heat flux 9
into liquid in the thin thermal layer region is supported by con- R
densation of vapor. At a radial position of aboulNtj,,, is shown r
to be multi-valued. This is reflection of the shape of the interface Ra
and simultaneous evaporation and condensation that occur on dif-Re
ferent parts of the interface. The maximum valueNaf,, occurs
at the location where film is the thinnest.

The calculated values dfu,, based on area and time average
heat transfer coefficient at the wall are given in Table 2. As would

be expectedlu,, increases with increase irg, or liquid subcool-

ing. The enhancement Mu,y results from the fact that wall has to
supply not only the energy transferred into the vapor but also into
the liquid overlying the thin film region. For the limited range of

subcoolings studied in this work, the values listed in the table are
correlated as

2]
%%QN<XECCﬁF

[
[
B

x =

Nuy=Nuy (1+05 J5), (75)

where Nuy,, is the Nusselt number obtained from the analysis
when liquid is saturated. The numerical constant found in(&s).

is dependent on wall superheatdyr . The constant will increase
nonlinearly aslgu is reduced. For the results presented in Table 2,
J% is 0.77. This value is much higher than that obtained by Dhir

anvd Purohi{17]in their experiments of subcooled film boiling of
water. However, Dhir and Purohit's analysis clearly showed a
reduction in the constant muItipIying§I as wall superheat was

S 99T T E > o3I

o
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constant

liquid specific heat

vapor specific heat

gravitational acceleration

heat transfer coefficient

latent heat of vaporization

Bessel function

modified Jacob number

wave number

characteristic length

eigen value

eigen value

Nusselt number

pressure

Prandtl number

heat flux

radius

radial coordinate

Rayleigh number

Reynolds number

radius of curvature of the interface
time

radial velocity

velocity in the vertical direction
velocity in the azimuthal direction
coordinate in the horizontal plane
vertical coordinate

coordinate in the horizontal plane
dimensionless wave number
interfacial tension

liquid subcooling

wall superheat

thermal conductivity

interface position from the wall
interface displacement from mean film thickness
dimensionless temperature
wavelength

molecular viscosity

kinetic viscosity

density

normal stress

shear stress

potential function

characteristic growth rate
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Study of Subcooled Film Boiling
on a Horizontal Disc:’
Part 2—Experiments

D. Banerjee _ _ N o
Experiments were performed to study subcooled film boiling of performance liquid PF-
V. K. Dhir 5060 (made by 3-M Company) on a horizontal copper disc. The experiments were per-
formed for two regimes of film boiling involving departing vapor bubbles (low subcool-
Mechanical and Aerospace ing) and nondeparting vapor bubbles (high subcooling). By employing high speed digital
Engineering Department, camera, data were obtained for temporal variation of bubble height, bubble shape and
University of California, Los Angeles, bubble growth rate over one cycle. Heat flux data were deduced from temperatures
Los Angeles, CA 90095 measured with thermocouples embedded in the solid. The results from the numerical
model are compared with experimental data and are found to be in general agreement.
Particle Tracking Velocimetry (PTV) experiments were performed for a configuration of
non-departing vapor bubbles to study the flow field in the liquid phase. The PTV experi-
ments point to the existence of natural convection flow in the liquid phase and is in
qualitative agreement with the predictions available in the literature.
[DOI: 10.1115/1.1345890

Keywords: Boiling, Film, Heat Transfer, Phase Change, Two-Phase

1 Introduction order phase change by heating from below pointed to the exis-
i - .. tence of different regimes of vapor-liquid interfacial instability.

In subcooled film boiling the bulk temperature of the Ilqum%F11 application of this analysis was in a geothermal situation

W

phase is lower than the saturation temperature. In such a situa ere, for instance, water can be stably stratified over steam. The

the heat flux at the wall is partitioned at the interface between - - ; .
fesults of the aforementioned analysis were experimentally veri-

phase change and convective heat transfer into the subcooled ]JJ - : : : P
uid. This results in higher heat transfer compared to saturated fi Imd by ArI:Iers et aI_.[_8]. 'I;hel_ex%erlmentls_rlrr:volved |so(§rop|_c
boiling. nematic phase transition of a liquid crystal. They reported various
Dhir and Purohif1] observed experimentally that film boiling conditions where conduction temperature profile was obtained in
- . i o the heavier overlying nematic phase.
heat transfer coefficients in subcooled film boiling on a sphereUnder certain conditions of subcooling and wall heat flux val-
were 50—60 percent higher than those predicted by the laminar L P =9 i
plane interface theory. The significant enhancement in liquid sid&- the vapor film is stably stratified under the liquid pool in
subcooled film boiling under pool boiling conditions. Study of

heat transfer was attributed to the alteration of flow field in the ) N ! . .
liquid by interfacial waves. Experimental results of VijaykumaPUCh a configuration is helpful in understanding the hydrodynamic

; . P aspects of the vapor-liquid interface and heat transfer into the
and Dhir[2,3]show that degree of subcooling significantly affects S I ; .
PR : f o ubcooled liquid. Such a situation was reported by Ayazi and Dhir
the ‘I|qU|d side heat transfer in subcooled film boiling on a f ], for subc%oled film boiling of water oﬁ a horizyoni/al cylinder.
ve’r\ltligﬁlioplslrt% Ohtaké4] observed that subcooled film boilin inThe authors argued that such a configuration of stationary vapor-
the “small cvlinder diameter” regime could be divided intogtwo"qUid interface can exist only when the vapor production rate at
distinct regi%es “normal” and “gingular " In the “normal” re- the film matches the condensation rate at the bubble interface.
: ) o P ._Based on the experimental results, the authors proposed a criterion
gime of film boiling (for R-113 as the test fluid and for heater wir ; b .
diameter greater than 0.2 mithe boiling heat transfer coefficientefc(;/rli:]deefmset of collapse of subcooled film boiling on a horizontal
was found to increase with degree of subcooling. In the "singu* Thouéh there is a huge body of literature on subcooled film
Ia_r” regime of film boiling (for R-113 as the test fluid and.h.eaterboiling—very few investigations have been performed to under-
wire diameter less than 0.2 mmthe heat transfer CoeﬂICIentSstand the hydrodynamics of film boiling on a horizontal flat plate.

were found to decrease to a minimum with increasing SUbCOOH'}gart of the reason can be ascribed to the difficulty in gathering

However, the authors did not provide any explanation for this X ; .
. N s . X experimental data for evolution of the interface on a flat plate
peculiar behavior in the “singular” regime.

Kikuchi et al.[5] found that in saturated film boiling of water (compared to say, on a horizontal cylinfland also in proper post

. . S CoL ocessing of the experimental data. The difficulty arises because
on silver coated spherical and cylindrical probes the liquid SOI@; obstruction of the view by bubbles departing in front and back

(L-S) contacts oceurred with a much higher frequency compareﬂj the focal plane. This study was performed to enhance the un-

to subcooled film boiling, in which the L-S contacts were almosgerstandin of subcooled film boiling on a horizontal flat plate
nonexistent. This pointed to the stabilizing influence of subcool- ) 9 p

ing on the vapor-liquid interface in subcooled film boiling. The;ﬁnder pool boiling conditions. The objectives of the present inves-

) . ation were to:(1) compare the hydrodynamic and wall heat
;1'2?] f%linadstlgﬁtetrt;e L-S contact frequency was lower for a Cy“nd?r%nsfer experimental data with numerical predictions for a con-

: I . figuration of departing bubbles at low subcoolings; &gstudy
Linear stability analysis performed by Busse and Schul&grt e o
and also discussed by BusEZ], for a system undergoing firstthe occurrence of a_stably_ _stratn‘led vapor Iayer_under Fhe liquid

pool for subcooled film boiling on a horizontal disc at high sub-

— ) _ _ ) coolings and compare the results with the numerical predictions of
This work received support from the National Science Foundation.

Contributed by the Heat Transfer Division for publication in tHGUBNAL OF Bane”ee et aI[lO]. . - .
HEAT TRANSFER Manuscript received by the Heat Transfer Division January 20, FOr this purpose, film boiling experiments were performed from
2000; revision received October 31, 2000. Associate Editor: V. Carey. low to high subcoolings. In the experiments, spacing of the bubble
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releasing nodes, bubble shape during the evolution of the inter-Particle Tracking Velocimetry (PTV) Measurement§Vith the
face, bubble growth rate, flow field in the liquid and overall heaibjective of studying the flow-field within the liquid pool at high
transfer rate were measured. subcoolings, the liquid pool above the heater was seeded with
particles and the video pictures of the particle motion were re-
) corded. Since a priori information was available about the opti-
2 Experimental Apparatus mum particle concentration, proper intensity and lighting tech-
The experimental setup is shown in Fig. 1. The test sectiéhdues as well as the required camera parametery.,
consists of a cylindrical test heater blogkachined from one end Magnification, resolution of the digital video camera, exposure
of a 99.99 percent pure solid copper cylindplaced on a steel time, etc.)for minimizing the errors in the data, the experimental
base plate and forms the base of a cubic viewing charfifiecm procedure was based on trial and error. The particles used in this
each side). The test heater block was machined to a diameteegperiment were ground fish scales with a metallized coating of
88.9 mm and a height of 42.18 mm. Holes were drilled into th&luminum. The particles had a nominal diameter of . Also,
copper cylinder from bottom to insert several cartridge heatetbe particles had widely varying density distribution—depending
Temperature was measured with thermocouples embedded in dnehe amount of metallized coating. Hence, particles with similar
test block. The test liquid was confined to the viewing chambelensity as the test fluidPF-5060)were obtained by floatation
and was boiled on the copper surface. A cooling coil made gkparation technique. In following this technique, particles were
copper tubing was placed just under the free surface of the t@&ll stirred in a container of PF-5060. The particles with same
liquid. Antifreeze mixture(mixture of ethylene glycol and water density as liquid PF-5060 remained suspended in the liquid and
was used as a Coolin-g fluid. The antifreeze mixture was Ch|“ed \.yVere sucked out with a pipette, thus Separating them from the
an external chiller unit to-15°C and pumped through the coolingfioating particles at the free surface of the liquid and the particle
coil to cool the test liquid and obtain the required degree of suBadiments settled at the bottom of the container. This way a slurry

cooling. The temperature drop of the cooling fluid in the chillept harticles in PF-5060 was obtained with the solid particles hav-
tubes was maintained at less than 1°C to ensure uniform coolipg the same density as the liquid PF-5060.

at the free surface. Complete details of the apparatus are given by, particles were introduced from above into the liquid pool

Banerjee[11]. during subcooled film boiling with a pipette and a plunger. The

V@sualization studies were performed to determine the interfa ?pette was filled with the slurry of the particles in PF-5060 and
motion. The viewing chamber was illuminated from outside wit s placed in the upper portion of the plane of imaging. The focal

tungsten filament incandescent light source placed behind opti : P . . .
diﬁSser plates. Vapor bubbles wgre photogr%phed with a diZié. ne_of the high spe_ed qllgltal camera was a_Ilgned with the illu-
camera(manufactured by HiSys Incat framing rates ranging minating plane. lllumination w.as achleved with a 600w Lowel
from 450 to 1024 frames/s. A measuring scale was glued on f ni stage lamgmanufacturer: Omm Ingplaced behind a col-
side of the steel jacket for calibration of the digital video picture Imator arrangement to generate a light s_,heet of approximately 1
Simultaneous acquisition of thermocouple data for heat flux a thickness. He-Ne_ lasers .Of power rating 10mwW, 100mW, and
wall temperature and video pictures for temporal variation of?OmMW were also tried as illumination sources. However they
bubble height and bubble spacing was made. A few time expostf&re _four_ld to pe unsmta_ble due to rapid attenuation of the illu-
still photographs were also recorded on high speed photograpAiiation intensity of the light sheet.

films. Various lense combinations ranging from 35—210 mm were 10 determine the flow field in the liquid, it was necessary to
tried for obtaining motion pictures on the video camera as well &tain simultaneous image of the particles and the vapor bubbles.
for the still photographs. The pictures of the vapor bubbles on théght scattered by the particles was sufficient to obtain an image
heater were obtained by taking video pictures at an angle from t@ the digital video camera placed perpendicular to the light sheet.
side of the viewing chamber. The angle of inclination, with reHowever, the light reflected by the vapor bubbles was insufficient
spect to the horizontal plane, of the video camera varied fromt@ obtain an image on the digital video camera. Hence, a 60 W
deg to 20 deg. The distance between vapor bubbles was measimegndescent light source was placed on the side opposite to the
for vapor bubbles lying in a plane perpendicular to the viewingamera, along with a set of diffuser plates to obtain a faint outline
axis. This was done to obviate the optical distortions arising froof the vapor bubbles in the images. This unconventional arrange-

the inclination of the camera. ment (compared to standard two-dimensional BTwas necessi-
Salted Ice 7
Chiller SIDE VIEW TOP VIEW
056, $ Oo¥o | Reservoir .
;gfp '3?9 Chilled nght Source
20 200'0 ) Coolant —————— Diffuser Plate
9‘5 s| Test Fluid Collimator
(et oo (PF-5060)
_ b 2 \ \V/ —1Vent
Heater ! \\/VVVVV\ (ﬂ Light
(P:OWCI 1l : 7 m Source
ontroller
Unit =< Heater
; Block
e ) e i = 4 B o A s £ RO
: i Power Line to Heater A ! v C_:I_)> To Computer
- Signal f;
: [, e o
TSI T TS S T i e = s 7 Thermocouple Camera

~

Collection Bottle .
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Fig. 1 Schematic diagram of experimental apparatus
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tated by the need to obtain uniform background illumination aEhe calculated value of the velocity was assigned to the mid-point
well as to restrict the illumination intensity to obtain images obetween the initial and final locations of the particle.

articles and vapor bubbles at the same instant.
P P Heat Flux Measurements.In steady-state tests, surface heat

2.1 Experimental Procedure. The test surface was rubbedfluxes are readily calculated using the spatial temperature distri-
with 500 grit emery paper followed by 1000 grit emery paper anoution recorded from the thermocouples. One-dimensional heat
cleaned with acetone, prior to any test run. The test surface wisv was found to exist inside the test heater block. The tempera-
heated to a temperature above the required superheat andttie distribution in the copper block was linear and the heat flux,
viewing chamber was filled with the test liquid to a certain fixed),,, was evaluated from the gradient of the temperature profiles in
height. the copper block, as

A data acquisition system, consisting of a digital to analog con-
verter and 16 channel data loggémanufacturer: Strawberry
Tree), was used to record the signals from the thermocouples

placed inside the copper block, on the outer surface of the Sigg{qre s the thermal conductivity of heater test block material
jacket, in the test liquid, and the side walls of the test section. (coppen),AT is the temperature differential between two thermo-

The wall heat flux was adjusted by a variac to achieve the, jjeq'ving in the same vertical plane, ag is the distance
required superheat for obtaining film boiling under steady-staﬁér

- : ween them. The surface temperature was obtained by simpl
conditions. Tests were considered to be steady state when b y ply

temperature of the test block changed less thariC in 5 min- apolating the temperature profile to the surface. Hence, the
utes. The liquid temperature changes were less t@5°C in 1 average wall Nusselt number \uand the average heat transfer

minute for liquid subcooling upto 20°C. Care was taken to avofaoefficient in film boilingh can be defined as
liquid thermal stratification. The liquid thermal stratification was

AT
qw= “shy 4)

— I -

found to be less than 0.5°C in a height of over 5 cm for subcool- Nuw= A(?I_W . h= Aq?w (5)
ings upto 20°C. The liquid subcooling was varied from 0 to 42°C Wi w

and the wall superheat was varied from 50 to 100°C. The characteristic length scallg, and growth frequencyw,, in

After steady state conditions were established the video caméha boiling are defined as

was focussed on an area on the test surface for video capture of 12 2
temporal evolution of vapor bubbles. The image of the measuring — Y } . _|[PZPu)[ 8 } (6)
scale was recorded at the end of each experimental run for cali- ° l(p—py)a] pitp,/ o '

brating the magnification parameters of the camera and subse;

; . : 2.3 Error Analysis. The uncertainty in heat flux data is es-
quent post processing for calculation of the bubble height. timated to bet+12 percent whereas the uncertainty in heat transfer

coefficient values is estimated to hel5 percent. The error in
2.2 Data Reduction measurement of interface height is estimated taHi® percent,
) ) in interface velocity,=11 percent and in interface growth fre-
Wavelength MeasurementsThe radial location of bubbles quency+16 percent. For details of error analyses the reader is
was measured in pixels from the individual digital frames of thgsferred to Banerjefl1].
video pictures and converted to the actual distance, by multiplyingThe net error in displacement measurement of particles in the
with camera magnification. This enabled the measurement of thgv experiments is calculated to bel0 percent neglecting the
wavelengths in the radial direction. The circumferential directioghree-dimensional effects of the velocity field. By including the
wavelengths were obtained by counting the number of bubblestiftee-dimensional effects in the velocity field this error is esti-
each concentric ring. From this the average bubble separation gifated to be less than 15 percent. The net error in velocity deter-
tance in the circumferential direction was obtained by dividing thﬂina’[ion is estimated to be abotitl0.5 percent when neglecting
circumference of the ring by the number of bubbles. the three-dimensional effects and is estimated to be atdii

Bubble Growth Rate Measurementd=rom the video films the Percent when including the three-dimensional effects.

height of the evolving interface was determined as a function of . .

time. The interfacial velocity was obtained by taking the tempor§1 Results and Discussion

derivative of the bubble height(,,,). The interfacial velocity in  Experimental observations of interfacial behavior and wall heat

this situation is given by transfer were made for a range of liquid subcoolings. At low
dz (Al liquid subqoolingg the interface was observed to evqlve as for
_omax_ 1T omax 1) saturated film boiling and vapor bubbles were released in a regular

dt (At) and cyclic manner from the interface. However, at high subcool-
ings the interface acquired a static shape. As such, discussion of

The growth rate is given by results is divided into low and high subcooling cases.

_ 4o dldmax/do)  d

w= = —(IN[ Lmaxl Lo]), ) 3.1 Low Subcooling. For film boiling under subcooled con-
{max dt dt ditions data were taken for dominant wavelength, interface shape,
where, , is the undisturbed height of the vapor layer from thg.rOWth of interface, growth rate and for the heat transfer coeffi-

wall cient and comparisons were made with predictions.

Dominant Wavelength. Because of the passage through the
d)ool of the bubbles leaving the interface, it was difficult to capture

with particles seeded in the liquid. In this method the displacé” unambiguous view of the orientation and location of the bubble

ment of a specific particle was measured between two consecufgi£asing nodes at low subcoolings. However, with increased sub-
video frames to obtain the velocity as cooling the interface acquired a nearly static shape, as will be

discussed in more detail later. In this situation a clear view of the
As location of the bubble releasing nodes could be obtained. This is

u=-—3f (3)  depicted in the photograph in Fig. 2. In this photograph the loca-

tion of wave peaks in several radial rings and in the azimuthal

wheres is the displacement of the particl8,s the magnification direction can be clearly seen. It is in this context that Fig. 2 is
factor of the camera, arfds the framing rate of the video camera.contained in this section on low subcooling. From such photo-

Particle Tracking Velocity MeasurementsUsing the “path-
line method,” the velocity field in the liquid pool was measure
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Fig. 4 Comparison of prediction for most probable values of
r, with the experimental measurements of number of crests in

aring
Fig. 2 Digital image of non-departing bubbles arranged on
concentric rings on a horizontal circular plate for superheat of
52°C and subcooling of 42°C obtained from a single frame of wavelength in the radial and azimuthal directions are the same and
movie. Camera angle: 10 deg to the horizontal. Test-Fluid: PF- are equal to two-dimensional Taylor wavelength,. By divid-
5060. About 5 percent of the bubbles were found to depart by ing the total surface area of the disc with the number of wave-
merger of contiguous bubbles caused by natural convection nodes, the area supported by one node is found to be approxi-

irculation induced into the liquid | fi the sid Is. S .
cireuiation induced info the fiquid poot from the side Wals mately)\ﬁz. This is within =5 percent of the predicted values.

Comparison of Interface ShapesComparison is made for the

graphs the ring radius as a function of discrete values of the rifitierface shape predictions from numerical simulations with vapor
number,n, from the center and the number of wave mo@esin  bubble pictures taken during experiments and is shown in Fig. 5,
then™ ring could be obtained. Figure 3 compares with the data tfi@" subcooled film boiling of PF-5060 at a wall superheat of
dimensionless value of ring radius as a function of ring nummer, A Tw=100°C andAT,;;=10°C. Three frames prior to bubble
with that predicted from the analysis. It is seen that though theredgparture are shown in Fig. 5 in three separate rows. The picture
some variability in the data obtained from different experiments,

the predictions are in general agreement with data. A similar com-

parison of the number of wave modes, as function ofn is
performed in Fig. 4. Although the agreement between prediction:
from analysis and data is reasonable, the data also show scatt
Some scatter in the data is not unexpected because of some late
merger of bubbles. Any merger can reduce the number of wav:
modes by one, until the original pattern re-establishes. Goot
agreement with analytical predictions of the measured values ¢
I'ngy andm suggest that as assumed in the analysis the dominar

T
50 r x i
X
X
40 - .
al
%
=30 x .
F .
20 .
X
& ,
10 L « Experimental x i
% Prediction =
0 I 1 1 | I
0 1 2 3 4 5 6 Fig. 5 Comparison of shapes of vapor bubbles obtained from
experiments with numerical predictions of interface shape for
n subcooled film boiling of PF-5060 at a wall superheat of ATy
=100°C and A Tg,=10°C. The pictures are at 1.2 ms intervals
Fig. 3 Comparison of prediction for most probable values of starting at 39.1 ms from the detected formation of the vapor
r,, for different rings with the experimental measurements bulge.
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Fig. 6 Comparison of experimental data  (denoted by various Fig. 7 Comparison of experimental data  (denoted by various
marker symbols ) with numerical predictions  (denoted by solid marker symbols ) with numerical predictions  (denoted by solid
line) for temporal variation of bubble height for wall superheat, line) for temporal variation of bubble height for wall superheat,
ATy,=100°C and liquid subcoolings, ATg,=5°C. The dotted = AT,=100°C and liquid subcoolings, A T,=10°C. The dotted
line represents prediction from linear stability theory. line represents prediction from linear stability theory.

on the right in each row was obtained from a single frame of the Growth Rate. The interface growth rate was obtained from
video motion picture recorded from experiments. The left plot idata such as plotted in Figs. 6 and 7 by dividing the displacement
each row is the shape of the bubble obtained from numericall two consecutive times with the time interval between the two.
analyses at corresponding time step prior to bubble departure.Tine corresponding frequency normalized with the “most danger-
the middle of the predicted and observed bubble shapes is thaliis frequency” (0.62v,) for infinite vapor-liquid layers is plot-
superimposition. It is found that the predicted interfacial shapégd in Figs. 8 and 9. In these figures the abscissa is the dimension-
agree quite well with the experimental data. less position of the peak of the interface. The dotted line in these

. . . . figures marks the “most dangerous frequencyb’dp where the
Interface Position. The highest position of the interface from or layer is assumed to have a finite thickness of 0.77 g (
;h? waII_I W%S miasurl.ed n e?pseoréments 8?65 plot:jedlgolélgs. 6 a)é?i% solid line is the prediction from the numerical simulations.
—001r3I3qUI subcoo l'ngls 8 h (Jaz .069) aln d (f\fa The growth rate is predicted to increase to a maximum value as
=0.133), respectively. In both cases data are plotted as a functigl inierface evolves, acquire a nearly constant value before de-

. X X ‘Treasin in to or below the finite vapor layer val for
normalized with initial vapor thickness of 0.77 mm and time |E easing again 1o or below the finite vapor layer value before

lized with . f th h btai Hubble “pinch off.” The predictions are seen to be in general
normalized with respect fo inverse of the growth rate o ta'.neégreement with the data, although the data show significant scat-
from linear stability analysis for infinite fluid layers. In these fig

- S - .Jter. Two possible reasons for this large scatter are identified. One
ures the solid line represents prgdlctlon from the numgrlcal SIMd“the uncertainty+16 percentthat exists when the derivative is
lations whereas the dotted line is from the linear stability theor}ﬁbtained by taking a ratio of two small quantities. The second
The last point on the solid lines represent the initial height Ju.%‘r'ginates from the occasional merger of two neighboring
before departure and at the end of the measured growth periggyhes The merger resulted in the departure of a larger bubble.
The numerical simulations correctly predict the nonlinear behasfhe wake left behind by the larger bubble distorted the flow field

ior of the interface during its evolution, especially slowing dowrénd caused an asvmmetric arowth rate of the interface in the
of the interface in the later stages of the end of growth period. Tk}pc- : y 9

model generally tends to underpredict the maximum interface
position just prior to bubble pinch off by about 10 percent. How- Wall Heat Transfer. From the wall heat flux measured in

ever the observed growth periods lie withinlO percent of the steady state experiments and the deduced wall temperature, the
predictions. heat transfer coefficient and in turn the area and time averaged
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Fig. 9 Comparison of experimental data  (denoted by various
marker symbols ) with numerical predictions  (denoted by solid
line) for temporal variation of bubble growth rate with bubble
height. The dotted line represents prediction of growth rate,
@4, from linear stability theory.

Fig. 8 Comparison of experimental data  (denoted by various
marker symbols ) with numerical predictions  (denoted by solid
line) for temporal variation of bubble growth rate with bubble
height. The dotted line represents prediction of growth rate,
gy, from linear stability theory.

Nusselt number, Ny could be obtained. The values of jJob-  Some bubble mergers occurred between the neighboring bubbles
tained in different experiments for liquid subcoolings upto 29.4°gn the same ring as well as between bubbles lying on the adjacent
are given in Table 1. In this table the values of |Npredicted rings. The radial as well as azimuthal movement of the bubbles is
from the numerical simulations are also listed. It should be notérlieved to result from the toroidal single phase convective cells
that numerical predictions were made for constant heater surfaggt were present in the liquid. After bubble merger the orderly
temperature whereas the experiments were conducted by contéyaration distance between the bubbles was distorted. However,

ling the wall heat flux. It has been shown by Banerjee efld) ;
that because of spatial and temporal variations of the heat transgggze%ugre‘tvgo%ugﬂg ?thiglé;e’sgg\g’rgﬁgﬁ l?ji;?;enisénv%;so?gjnvgetf

coefficient, local heater surface temperature varies with tim - =
However, for a thick copper surface the temperature variations agStore to its original value.

not expected to be significant and in turn the difference in the Flow Field. Particle Tracking Velocimetrytwo-dimensional
predicted heat transfer coefficient for constant wall temperatuge " ) . I, :
and for constant heat flux cases is expected to be quite sma”.ﬁ?owded the flow field in the liquid pool when the interface was

Figure 10 shows a comparison of the experimentally measur@g@rly static. Figure 11 shows the liquid field obtained from par-
Nuy with the numerical predictions as a function of liquid subydeI velocimetry aft |r_1|t_ervalls 0f|.4 (TS' Since partlcle_dlensny n
cooling. It is found that the predictions are about 20 percent lowBPC wafs spafr_séto ac |tatet_ oca !(zje Teasuremem!artlc S. poé ¢
than the best fit through the data. Two possible reasons are aﬁ'-‘;]”s ron; lve rfO’?SfC” Ive video Famde?' Wereh C(I)m 'Il'nhe o
vanced for this underprediction. One is the uncertainty that exig§ther to obtain the information contained in each plot. The par-
in the thermophysical properties of PF-5060 vapor, especia le locations in each frame were mapped anq the veIocﬂy f|§|d
thermal conductivity and viscosity. The second is that the numelf2S evaluated from displacement of the particles. The viewing

cal simulations are based on a two-dimensional axisymmet%ea was restricted to an area of 7 mm square in order to achieve
model of the film boiling process. In reality the process is thre e optimum resolu_tlo_n for the video camera. The viewing plane
dimensional. was chosen to begin just above the surface of the heater with the

objective of studying the flow field above the interface. However,
3.2 High Subcooling. At a wall superheat of 50°C and lig- this placed a constraint on the measurements sincethe particle
uid subcooling greater than 38°C the interface was observeddoncentration tended to be lower near the wall due to lesser de-
acquire a near static shape. A photograph of the film boiling phgree of convective motion just above the thin film region.
nomena under static conditions of the interface is shown in Fig. 2.1t is noted that velocity vectors in general show a downward
Under the static interface condition, however, about 3—5 percenbtion in the regiorivalley) between two nodes. Above the crests
of the vapor bubbles were observed to depart from the heatéhe larger bubble in Fig. 11%he velocity vectors are pointed
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Table 1 Data obtained from low subcooling steady-state ex- 30 ~ T .
periments. :
(°C) | (°C) | Exptl. | Numer.
98.6 0 9.7 L i
98.6 0 104 20
102.3 0 9.7 7.94 S
1023 0 | 99 |2 15+ % % §
102.1| 4.5 11.8 10 r % % 7
102.1| 4.5 11.5
100 5 12.0 5t 4
102.2| 6.2 11.1 o L . .
1022 | 6.2 12.1 0 10 20 30
101.4| 7.9 | 107 Subcooling (°C)
1014 7.9 12.9 o
Fig. 10 Comparison of predictions for Nu  , with experimental
100 10 12 8.45 data for wall super-heat, AT,=100°C, and liquid subcooling up
99.1 | 11.2 | 101 10 ATgp=22°C
99.4 | 11.7 | 11.1
102 | 146 | 111 Rayleigh number considered in their work wag .1 Fig. 12, the
102 | 146 | 121 Nusselt numbers predicted from their work are plotted as a func-
tion of Rayleigh number. The chainlines represent the extrapola-
99.1 | 21.5 11.1 8.91 tion of their predictions to Rayleigh numbers upta 20°. For the
9091 | 215 12.1 numerical analysis, Rayleigh number was based on the height
’ ) ’ of the liquid layer above the interfagehich was equal to 4 times
the vapor bubble radius). For fluid properties of PF-5060 the value
104.6 | 264 | 125 of His 1.28 cm. In Fig. 12 the Nusselt numbers from Table 1 are
104.6 | 264 12.0 also plotted. In plotting these data, the values listed in Table 2
were multiplied by ,/x XH/l,). It is interesting to note that
96.7 | 26.7 | 13.2 the results predicted from the extrapolated correlations nicely
bound the data. Correlations for natural convection in cylinders
98.9 | 294 | 14.2 with heated bottom, cooled top and insulated boundary have been
989 | 294 | 169 reported by several investigators. Fishenden and Saundi8is

proposed a correlation of the form

Nu=0.1Rd", (7

upwards. The velocity vectors do show a general motion frofjhereas Chavanne et fi14] proposed the correlation
right to left. It is believed that the cause of this motion is the

toroidal convective cells that were also present in the liquid pool.
Highest measured velocities of 100 mm/s are comparable to th
predicted from the simulations of Banerjee et[dD] for convec-

tion in a cylindrical cell with a bubble like protrusion at the

bottom.

Nu=0.17R&". (8)

?r%el:ig. 12 these correlations are also plotted. It is noted that the

observed value of Nusselt number is about 40 percent higher than
the prediction from correlation of Fishenden and Saunfi&gg.
Some underprediction by correlation Egs. 7 and 8 is expected

Heat Transfer. The Nusselt numbers based on the area arsihce they were obtained for rigid bounding wall of the cylinder.

time averaged heat transfer coefficient obtained under the stdticthe present work near zero shear stress condition exists at the
mode are listed in Table 2. The data for the static mode was takglane of symmetry between two nodes. Also, these correlations
over a rather limited range of wall superheats and liquid subcoalid not account for the presence of a protrusion at the lower
ings. In the static mode, vapor produced in the thin film regiosurface.

between adjacent bubbles is condensed at the upper surface of the

bubble. As a result all of the energy transferred from the wall i conclusions

dissipated into the pool through single phase natural convection.

The vapor liquid interface and the surface of the cooling coils 1 Experimental validations of the numerical predictions for the
serve as high and low temperature surfaces, respectively. On #welution of the interface shape, temporal position of the inter-
interface liquid suction(in the region where evaporation takedace, interface growth rates and wall heat flux values were per-
place)occurs. However, its effect on the natural convection he&drmed. The numerical predictions are found to be in general
transfer is considered to be small. agreement with the PF-5060 data obtained at low subcoolings.

In the numerical simulation of the convective process in the 2 The numerical simulations, generally underpredict the bubble
circular cell surrounding a bubble, the height of the bubble préweight at departure by about 10 percent. However, the interface
trusion was varied parametrically in the study by Banerjee et ahape, interface evolution and interface growth rates prior to
[10]. It was seen that the presence of the protrusion on the lowmrbble departure are predicted within the range of experimental
surface was to enhance the overall heat transfer. However, thcertainties. The growth rates of the liquid-vapor interface in
effect was not significant, as in the range of parameters studied th#cooled film boiling were found to decrease with increase in
enhancement was always less than 20 percent. Also the highasicooling.
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Fig. 11 Sample results from two-dimensional, PTV experiments showing the spatial distribution of velocity
vectors at a particular instant. The frames are 4 ms apart. The protrusions depict outline of two vapor bubbles.

3 The wall heat flux values were underpredicted by about 20odel of Banerjee et a[10]. The flow in the liquid pool is to-
percent for steady-state data. However, the model correctly pweards the valleys and is away from the protrusions.
dicts the rate of increase of wall heat transfer with increase in6 The experimental data for Nuat high liquid subcoolings are

subcooling.

bounded by the extrapolated results from the numerical model of

4 At high subcoolings the interface acquires a static shape. Banerjee et al[10] for the static bubble case. Correlations ob-
5 The results from two-dimensional PTV experiments qualita-
tively match the velocity field predictions obtained from the static

Table 2 Heat transfer results for high subcoolings

ATw | ATg | Nuw qw
(°C) | (°C) (W/m* x 10~%)
50.1 40 27.5 2.33
53.5 40 26.1 2.35

55 40 25.6 2.38
55 40 25.7 2.39
55 40 25.3 2.36
55.3 40 25.5 2.38
55.4 40 25.1 2.35
52.9 41 27.0 2.41
53.2 41 27.1 2.43
52.4 42 27.2 2.40
53.4 42 26.7 2.41
50.6 43 28.4 2.43
51.7 43 27.9 2.44
52 43 27.9 2.44
50.6 43 28.4 2.43
51.7 43 27.9 2.44
52 43 27.4 2.41
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Fig. 12 Comparison of predictions for Nu  from numerical re-
sults of Banerjee et al. [10] for B/H=0 and B/H=0.24 with
steady-state experimental data from Table 2. Correlction of
Fishenden and Saunders [13] has been plotted as “Eq. (7)” and
Correlation of Chavanne et al. [14] has been plotted as “Eq.
(8).” Extrapolated trend lines for numerical predictions of Ban-
erjee et al. [10] are also shown.
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tained from literature for natural convection in circular cylinders [3] Vijaykumar, R., and Dhir, V. K., 1992, “An Experimental Study of Subcooled

underpredict the experimental valuesozf\,{Nbly about 40 percent.

Nomenclature

B = height of bubble
f = camera framing rate
H = height of liquid pool above heater surface
m = wave number in the azimuthal direction
n = ring number in the radial direction
S = camera magnification factor
s = displacement
« = thermal conductivity
Subscripts
max = maximum
d = corresponding to “most dangerous” or fastest growing
wave
f = value obtained from linear stability theory
s = substrate heater property

Superscripts
= space and time average quantity
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Mixed-Convection Laminar Film
Condensation on an Inclined
Elliptical Tube

M. Mosaad

Professor The present theoretical study concerns with mixed-convection laminar film condensation
e-mail: Mosaad@paaetms.paaet.edu.kw outside an inclined elliptical tube with isothermal surface. The assumptions used are as in
the classical Nusselt-Rohsenow theory, however, with considering the interfacial vapor
Department of Mechanical Engineering, shear by extending a circular-tube shear model developed in a previous study. An equiva-
Faculty of Engineering, P.0. Box 52, lent diameter, based on equal surface area, is introduced in the analysis to enable com-
Mansoura University 35516, Egypt parison with circular tubes. For zero ellipticity, the approach simplifies to the circular
tube model developed in our previous work. A numerical solution has been obtained for
a wide range of the independent parameters. The results indicate that the heat transfer
performance of the inclined elliptical tube enhances with the increase of tube ellipticity
compared to an inclined circular tube of equivalent diameter. For forced-convection-
dominated film condensation, the rate of this enhancement in the heat transfer coefficient
is found smaller than that for pure-free-convection filfDOI: 10.1115/1.1338136

Keywords: Condensation, Film, Heat Transfer, Laminar, Mixed Convection

1 Introduction et al. [6] analyzed the same problem under isothermal surface
ondition, however, with considering the effects of surface tension

nd pressure gradient on the film flow. They concluded that the

tubes has received considerable attention in recent studies. Thigds .\ ¢ these two parameters on the mean heat transfer coeffi-
due to the desire for designing more efficient tube condensers. ient are insignificant

i ForI? [k))ure-free-cotnv(;a_ctlorr]] fllmbconden(sjatlgn 03 hortlﬁontlal € However, the problem of mixed-convection laminar film con-
Iptical tubes, many studies have been made based on the Cas?i‘ég’lsation on an inclined elliptical tulieo author’s knowledge

assumptions of Nusselt-Rohsenow theory. Cher_lg and [I_&lo_ has not yet been addressed in the literature. Therefore, in the
found that the heat transfer performance of a horizontal eII|pt|cB esent work, this problem will be analyzed for the case of being
tube (with the major axis oriented vertigak better than that of @ he minor axis of the inclined tube ellipse oriented horizontal. The
horizontal circular tube with the same condensation surface arggsgical assumptions of NussEf] will be used in the analysis.
Namely, the increase in mean heat transfer coefficient was fouffis is with modeling the interfacial vapor shear by extending the

about 11 percent for tube eccentridity=0.4 (i.e., ellipticity e simple shear model of Shekriladze and Gomel&tideveloped
~0.92). Later, Yang and Chd@] proved theoretically that mean ¢, the norizontal circular tube.

Nusselt number is almost unaffected by surface tension due to
surface curvature changing.
A few numbers of recent studies have been focused on the use
of inclined elliptical tubes that may serve to thin the condensa® Analysis

film and, consequently, improve the heat transfer performance. cqnjder an elliptical tube inclined at angleto the horizontal

In a Nusselt-type model, Fieg and Roet#] studied the effect it the minor axis “" of its cross-sectional ellipse oriented
of the axial inclination of an elliptical tube from the horizontal on,grizontal. A pure saturated vapor flows downward with uniform
its _heat transfer performance during free-convect_lon_ film co_nd_ srtical velocityV.. over the external tube surface. The wall tem-
sation mode. They concluded that the use of an inclined ellipti ratureT,, is assumed uniform and much lower than the vapor
tube enhances the heat transfer performance compared to ansifyration temperaturg,. Thus, continuous condensate film will
clined circular tube with equivalent condensation surface area.torm on the external surface with simultaneous flow in both axial

Recently, Yang and Hsi#] analyzed the problem of combinedang peripheral directions. The physical model under consideration
free and forced convection film condensation on a horizontal gk spown in Fig. 1, where the curvilinear coordinatesy) are
liptical tube (major _e!llpse axis orle_nted ve_rtlr)alu_nder unlform used; withx aligned along the ellipse periphery agds its nor-
wall heat flux condition. The classical laminar-film assumptionga|. The linear coordinateis taken in the axial direction of tube.
of Nusselt-Rohsenow theory were adopted in their analysis, how-an adequate mathematical formulation of the problem is very
ever, with considering the effects of vapor shear and press@gmplicated. Therefore, the standard NusggJtapproximations
gradient. The simple shear model of Shekriladze and GomelayFcluding neglecting the effects of inertia, convection, surface
[5] was employed to evaluate the vapor shear at the condensgigsion and pressure gradieate used, except the interfacial va-
surface. Yang and Hsu concluded that the increase of tube ellﬂbr shear is considered.
ticity enhances the mean heat transfer coefficient compared to arrhe above approximations simplify the momentum equation of

equivalent-area circular tube. This enhancement for pure-forcgghdensate film irx and z-directions, respectively, as follows:
convection film condensation was found smaller than that for

The problem of laminar film condensation outside elliptica]

pure-free-convection film. Following Yang and Hsu, Memory 7u )
,u(9—y2+pg sing cose=0 1)
Contributed by the Heat Transfer Division for publication in ttGUBNAL OF
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 28, J2w
1999; revision received, January 21, 2000. Associate Editor: P. Ayyaswamy. + sine=0 2
IEccentricity é= \1— 2. K ay? pgsiNe="5. @)
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Section C-C

Fig. 1 Physical model and coordinate system

Equations(1) and (2) are subject to the following boundary and Assuming potential vapor flow with uniform vertical velocity
interface conditions: V.. over the inclined tube, the vapor velocity at the boundary layer
edge may be derived in theandz-directions, respectively, by

at y=0, u=0, w=0 3)
V,=V.(1+(1—e?))sin¢ cose (5)
at y=9§ @:Tﬁ (9_sz (4)
Y=o T W o
V,=V.. sine. (6)

where u and w are the film velocity components ix and

z-directions, respectively. The symbalg andr;s, denote, respec- The parametee(= JaZ—b?/a) denotes to the ellipse ellipticity.
tively, to x and z-components of interfacial vapor shear stres3he angleg is measured between the tangent to the tube ellipse at
while the symbols signs to the local film thickness. any point {,0) and the horizontal.

Journal of Heat Transfer APRIL 2001, Vol. 123 / 295

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



In a similar way to that made by Shekriladze and Gomelauri
[5], the interfacial shear stress can be evaludtexdler infinite- sing
condensation-rate conditipm the tangential and axial directions,
respectively, by

Re Gr uhf 96°
— —e2y4 9 &2
a2 1TVt gt 0 ) P

de Re 2Gruhfy ,| a6
7= MUV, U =MLV, ) FplOrenel et et ? )
=MV =We)~m(V,, (8) (ﬁe L. 2Gr puhf 2) , (¢
wherem, is the local condensation mass flux. +cosé dje(1+ 1-e) 3_d;‘ kA_T5 0 " cosg
In both Egs.(7) and (8), the interfacial liquid velocity is con- (17)

sidered negligible compared to the vapor velocity, as assumed in
the model of Yang and Chdr]. for the local condensate film thicknegsas a function of the

It is seen from Eqs(5) and (7) that the peripheral interfacial two-phase Reynolds numbeeRGrashof number Gr, inclination
shear stress;, is positive for all values of the peripheral angle angle ¢, peripheral anglep, temperature dropAT and axial
This means that separation of vapor boundary layer is excludeddgation z.

the present analysis. By introducing the dimensionless local film thickness
By solving Egs.(1) and(2) subject to boundary conditior(8) s
and (4), and substituting Eq¢5)—(8) to eliminate 75 and 7,, _ %2 5
one gets ? A= 2, VRe cosp (18)
y and the dimensionless axial locati@i

u= = ( miV..(1+ \/1—e2)—pg(z— 5) )sindz cose  (9)
M 2 2+ =2z/(dstane) (19)

W= Y mgvx—pg(x— 5) sing. (10) Equation(17) can be rewritten in the dimensionless form
" 2 IA? dA?
R . . i 2 2

A heat balance at the liquid-vapor interface, as in Nusselt theory, Sin¢(1+v(1—e)+8FA )%+|(¢)(1+8FA ) o7

gives
=, 8_ 5l ()
, kAT +2cosp| 1+\(1—e?) + - FA?|A2=— (20)
M= (11) 3 2

5
o wherein

whereh (= h¢,+3C,AT/8) is modified latent heat of condensa- _

tion proposed originally by Rohsenol8] to account for the ef- F=(Gr/(R&? cosg))(uhiy/KAT) (21)
fects of heat convection in condensate film.

A mass balance for the condensate element, shown in Fig.'S.L a dimensionless mixed-convection parameter, which gives a

meéasure of the relative importance of gravity force to vapor shear

yields ) .
on condensate film motion.
d 3 d 3 The appropriate boundary conditions are
mi=p— udy|+p— wdy). (12)
X\ Jo Jz\ Jo at Zt=0; A=0, 7=¢=0 (22)
Combining Egs(9)—(12) to eliminatem yields the following IA N

partial differential equation for local film thickness: at ¢=0, ¢=m,; £=0i ©=7"=0 (23)

. 4pg h’f,g 2 IA

5& ssing| 2+2\1—e +m5 at Zt—oo; (QZ_+:O (24)
ttanol 14 2pghiy (7_522 4v (13) The first boundary conditiof22) indicates that the film thickness
¢ KATV,, dz V., cose' is zero around the ellipse periphery at the upper tube end. The

. ) ) . second expresses the symmetry of condensate film and its smooth-
Here, it is convenient to express the differential arc lendi), ess at the topg=0) and bottom =) points along the in-

in polar coordinates. Referring to Fig. dxmay be expressed, ascjined tube. The third condition implies that for an inclined tube
in the analysis of Yang and Hgu], by of infinite length, the thickness of the film after a short length

_ from its start point az=0 becomes nearly as a function of pe-
2)l 14
dx=(dJ2)(¢)d¢, (14) ripheral tube angleb only (Fieg and Roetz€]3)).
where Here, it is important to point that application of governing Egs.
2a - (17)-(24) is limited for an inclination anglep in the range: 0
de=?(17e2)f (1—e?sirf ¢) ¢ (15) =e=m2
0

I(¢)=m(1—€*sin? ¢>)3’2/ f (1-€?sir’ ¢) "¢, 3 Solution
0
(16) 3.1 Special Solutions. First, the following special cases will

. . . . .ge considered:
whered, is an equivalent circular diameter based on equal outside
surface area, which is introduced to enable comparison with cir-3.1.1 Mixed-Convection Laminar Film on Inclined Circular
cular tubes. Tube. For an inclined circular tubde=0 andI(¢$)=0), the
By inserting the arc lengtlx from Eq. (14) into Eq.(13), one governing Eq.(20) reduces to that found in a previous study by
gets(after some rearrangemerihe following partial differential Mosaad [9]. For more details, the reader can return to this
equation: reference.
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3.1.2 Forced-Convection Laminar Film on Inclined Elliptical All special cases discussed above prove validity of the pro-
Tube. For this case ofF=0, Eqg. (20) simplifies to that one posed approach.

f iousl M h I i Iyticall h . . .
ound previously by Mosaad 0]who solved it analytically by the 3.2 General Solution. Next, solution of Eq(20) subject to

method of characteristics. o X
For the simple infinite-tube-length case, the following expre%’-Oundary condition$22)~(24), which represents the general so-

sion of mean Nusselt number was found ution, will be considered here. This solution can be found nu-
merically to calculate at any point ¢,Z%) on the tube surface,
. - 1 - ¢ ~1/2 for certain values of ellipticitye and mixed-convection parameter
Nu, ../ VRe cosp = —f sing f (sin ¢/f(¢))d¢) d¢, F. Then, the local peripherally averaged Nusselt number can be
™2 Jo 0 calculated from

-~ 1 (= 1
where the function‘(¢):(1+\/1—e2)ll(qﬁ). Nu(z)/ VRe cosp= —f ﬁdqﬁ, (32)
For the case of a horizontal circular tulje=0, ¢=0, and 7 Jo 2A(¢,27)
I(#)=1), Eqg. (25) simplifies to the known solution of Shek-

riladze and Gomelaufi5].

+ T
3.1.3 Free-Convection Laminar Film on Inclined Elliptical Nu VR _ 1 fL f 1 +
S U, /VRe cosp= de¢dzZ™, (33
Tube. For this case of —» or Re=0, Eq. (17) reduces to a - AT o Jo2A(¢,Z7) ¢ (33)

simpler one that can be written in the following dimensionless
form: whereL ™ is the dimensionless tube length.
For the case of the infinite-tube-length, thelerivative term in

and mean Nusselt number for whole tube surface from

B sing B 4 1 cos¢ 2 Eq. (20) can be omitted, as made in the analysis of Mog&adbr
azr " I(¢) ap 3|7 1(p) ") (26)  an inclined circular tube with infinite length. Hence, the values of
) ) ) i ) ) A, calculated numerically from the reduced equation, can be used
whereg is a dimensionless film thickness defined by to calculate the mean Nusselt number from
26* Ra — 1 (7 1
= —7 —-COSo, 27 B == | —dé.
B 3¢ Ja (27) Nu,../ VRe cose Wfo 2A(¢)d¢ (34)

wherein Ra is Rayleigh number and Ja is Jakob number.
Fore=0 andl(¢)=1 (inclined circular tubg Eq.(26) simpli-
fies to the same result found previously by Hassan and Jakidb
For the more special case of infinite-tube-length, the ter
dBldZ* in Eq.(26) can be neglected compared to the tei®ve,
following Fieg and Roetz€]3]. Hence, Eq(26) reduces to one
that can be solved analytically, fop/d¢—0 as¢—0, o yield 5, caiculations proved that by setting the upper limit &f

4/3 ® =3.128, good accuracy solution could be achieved. The known
B= TJ' I(p)sin® pdep. (28) analytical solutions of circular tube were used as a reference to

Sin™¢ Jo assess the accuracy of the numerical procedure. The maximum
relative errors in numerically calculated Nusselt numbers were
less than 0.1 percent.

A fourth-order Runge-Kutta integration procedure has been
used to evaluate numerically the integral terms in E§8)—(34).
Step sizes oA $=0.05°C andAZ" =0.1 were chosen to achieve

gh accuracy solution. The problem that(calculated numeri-
cally from Eq.(20)) goes to infinity asp= 7, could be overcome
by substitutinge by a value very close tar. Preliminary numeri-

By using Egs.(27) and (28), the local Nusselt number Nu
(=dc/6) is found to be calculated by

& —1/4
4 RalJa)cos = sin/3 in/3
Nur(RalJajcog =sirt ¢(2f0|(¢)sml ¢d¢) ' 4 Results and Discussion

(29) First, the simple case of the inclined elliptical tube of infinite
Consequently, the mean “overall” Nusselt number is calculate§ndth is considered. The variations of local Nusselt number and
from dimensionless film thickness, around the ellipse periphery of
o the tube are shown, respectively, in Figs. 2 and 3, for different
NuLm/“,/(Ra/Ja)Cos; values of tube ellipticitye and mixed convection parameter

1 s i For free convection film condensatioR - <), where the grav-
L 13 ity force is dominated, Fig. 2 shows that an increase in ellipticity
T fo Sm¢( ZL I($)sin" ¢d¢) d¢. e, results in a thinner film in the front part of the ellipse. This is
due to the associated increase in gravity force effect with an in-
(30) crease ire. This will lead to a high condensation rate in this front

. . ~ part, with the consequence of rapid development in the film thick-
US“.”g the relation: Ra/‘}aRez coseF (Cf: Eq.(Zl?), the above ness in the rear part. However, the increased effect of gravity
equation can be rewritten in the alternative form:

force in this rear region due to the changing in the curvature of
_ — 1 (7 & —1/4 ellipse surface, will result in a thinner film in this rear portion
Nu,../VRe co&p:Fl"‘—f sing ZJ’ I(¢)sin ¢d¢) d¢. compared to a circular tubee€0). The present circular tube
m™Jo 0 solution is the same as that of Hassan and Jakakh
(31) For a pure forced convection film condensatidgi—0), the
shear force is the dominating factor, which plays the role of grav-
ity force in pure free convection film mode. Therefore, the varia-
1 For ¢=0, Eq. (30) simplifies to the solution of Yang and tion in A around the tube ellipse periphery takes somewhat similar
Hus [4] for a horizontal elliptical tube with isothermal feature to that of free convection film. However, the effect of
surface. ellipticity is more noticeable compared to that in the case of a pure
2 Fore=0 ande=0, calculating the left-hand-side of E@®0) free convection film mode. This may be attributed to the differ-
yields constant value0.728, i.e., the solution reduces to thatence in the influence degrees of gravity force and vapor shear.
found by Nusself7] for a horizontal circular tube. For mixed convection film mode ofOF <o, the variation of

From the above relation, it is noted that

Journal of Heat Transfer APRIL 2001, Vol. 123 / 297

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.0 4 r
o I &5
; Ly ¢
7t I/; £E
| s SE
6 3 ‘535
<5
4 s
rE :
o -
= =
3 f::
g’ “
8
=
A Forced convec. film
0.1 1.0 |
9t 9
8
7 8 .
0 2 4 6 81 1/42 4 6 810
6 F

0 30 60 90 120 150 180
Peripheral angle, ¢ -degree Fig. 4 Dependence of mean Nusselt number of an infinite-
length inclined elliptical tube on parameter F

Fig. 2 Variation of dimensionless film thickness around the
ellipse periphery of inclined tube with infinite length

As the local Nusselt number is proportional to the reciprocal of
lgcal dimensionless film thickness, it exhibits qualitatively the re-

A around the tube takes a profile lying between the two profiles
- ! proi'e ¥ing prof versed behavior oA\, as shown in Fig. 3.

low (F—0) and high F—<) extremes depending on the mag > . . .
nitude of F value. This explains the physical significance of pa- F|gurg 4 shows the effect of the dimensionless mixed-
rameterF, which gives a measure of the relative importance ¢ionvection parametéf on the mean Nusselt number. In general,
gravity force to vapor shear on film motion. Nu,../ VRe cose increases with increasing and also with an
increase in ellipticity. On the limiE—oo, the solution assumes

the free convection asymptoté@slotted by inclined dashed lings
calculated by Eq(31). On the opposite extreme linfk— 0, the
solution assumes the forced convection asymptébesizontal
dashed linesxalculated by Eq(25). For certainF, the mean
Nusselt number enhances with an increase in tube ellipgciBor
the inclined circular tube §=0), the present solution agrees
within 0.1 percent of Mosaad’s solutidg®].

The enhancement in mean Nusselt number due to an increase in
ellipticity is more clearly displayed in Fig. 5, where the ratio
Nu,/Nu, of mean Nusselt numbers of elliptical and circular in-
clined tubes is plotted versus ellipticity, for the two extremes of
F=0 andee. It is seen that fore<0.25, there is no significant
enhancement in the heat transfer performance of the elliptical tube
compared to a circular tube of equivalent diameter, provided that
both tubes are inclined with the same angle within the applicable
range: G< o< /2. The results show that, for a pure forced con-
vection film (F=0), the ratioNu./Nu, decreases, at first, by
nearly 1-2 percent asgoes from 0.25 to 0.7, then increasesas
exceeds the value of 0.7. This increase reaches about 14 percent
as e=0.92. However, for a pure free convection filrk-G),
this Nusselt numbers ratio increases from about 1 percent to 15
percent a increases from 0.25 to 0.92. Further enhancement in
heat transfer coefficient was found as the ellipticity exceeds the
value 0.92; however, the present solution was limited to the prac-
tical manufacturing range of ellipticity: ©e<0.92.

i . . \ . . Figure 6 shows that for the inclined elliptical tube of a finite
0 30 60 920 120 150 180 length, a significant enhancement in overall Nusselt number is
Peripheral angle, ¢ -degree found with an increase in ellipticity within the range from 0.8 to
0.92, and this enhancement becomes more pronounced for higher
F|g 3 Variation of local Nusselt number around the e||ipse F. This confirms the results of Flg 5. It is also noted thaLéS
periphery of inclined tube with infinite length —o0, or more exactly, as " exceeds 30, the normalized mean

1/2

Nu /(ﬁc €osp)

n O 10O
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Elhptlc‘ty’ € Fig. 7 Ratio of mean Nusselt numbers of inclined and horizon-
tal elliptical tubes as a function of inclination angle ¢ and as-
Fig. 5 Ratio of mean Nusselt numbers of elliptical and circular pect ratio L/d,, for e=0.8, and F=100

inclined tubes as a function of ellipticity

Nusselt numbeiNU/Re cose assumes the corresponding conNUW/NU,-o takes a maximum value. This optimum angle is found

stant values of the infinite-length solution plotted in Fig. 4. &S @ function of tube aspect ratidd, . The higher this ratio, the
For clarifying the effect of tube inclination anglein a more smaller the optimum inclination angle will be. A dashed line in

explicit way, the ratidNu/Nu,-o of Nusselt numbers for inclined the figure plots the curve of this optimum angle.

and horizontal elliptical tubes is plotted in Fig. 7 versus tube

inclination anglee, for different aspect ratid./d.. The results 5 Conclusions

show that there is an optimum inclination angle at which the ratio ) o
Based on the classical approximations of Nusselt-Rohsenow

theory and the simple shear model of Shekriladze-Gomelauri,
which were found consistent for most condensation applications,

7.0 L) T ¥ ¥ L] T L . . . . . . . .
T laminar film condensation outside an inclined elliptical tube has
€=95 — . -
65l 090 — ] been analyzed under the combined effects of gravity force and
: ’ vapor shear on the film motion. In addition, two special cases
6ol .08 — - . have been treated, namely: pure free convection and pure forced
Tf convection film condensation. The main points that can be con-
550 . cluded from this study are:
5.0k \\ § ] 1 For the mode of mixed-convection laminar film condensa-
o ~ - _ _ S tion, the heat transfer performance of an inclined elliptical tube
A’; 458 22 T T - -0 —- - - (with the minor axis of tube ellipse oriented horizontal better
2 than that of an inclined circular tube with the equivalent diameter.
S 40r 1 2 For an inclined elliptical tube with infinite length, mean Nus-
e selt numbeNu, ., enhancegcompared to a circular tubvith the
I; 35¢ ’ increase of ellipticity above the value 0.25. Namely, for a pure
Z ¥ free convection film mode, this enhancement rises from about 1
3.0 K = ] percent to 15 percent asincreases from 0.25 to 0.92. However,
SN T L o ——— < for a forced convection dominated filu, .. decreases, at first,
251 ] by nearly 1-2 percent asgoes from 0.25 to 0.7, then increases
20t i with further increase ire value above 0.7. The enhancement in
’ Nu, .. reaches about 14 percentagoes to 0.92.
15 b i 3 Results indicate that the inclined elliptical tubes of usual
NTY—— —_ practical proportiongnamely:L*>30) behave as infinite-length
10F -0 0= 1 tubes, for which the analytical expressioi@$) and (30) can be
: x 1 L s N 1 used with acceptable accuracy for calculating mean Nusselt num-
0 10 20 30 40 bers of pure forced convection and pure free convection film con-
Dimensionless tube length, L densation, respectively.
4 The present solution is restricted for large Prandtl numbers.
Fig. 6 Overall Nusselt number of inclined elliptical tube as a However, for small Pr numbers, it is valid only for small values of
function of total tube length Jakob number, i.e., similar to Nusselt—Rohsenow-type models.
Journal of Heat Transfer APRIL 2001, Vol. 123 / 299
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Nomenclature

a = semi-major axis of ellipse
b = semi-minor axis of ellipse
C, =
dz = equivalent circular diameter of elliptical tube, cf. Eq.
(15)
e = ellipticity= (\a?—b%a)
F = dimensionless mixed-convection parameter, cf. Eq.
(21)
g = acceleration of gravity
Gry = Grashof number for tubegp?d3/u?
I(¢) = function defined by Eq(16)
hig = latent heat of condensation
= modified latent heat of condensation
Ja = Jakob number-€,AT/hg,
k = thermal conductivity of condensate film
L = tube length
L* = dimensionless tube leng#?L/(d.tane)
m; = condensation mass flux
Nu = local Nusselt number
Nu(z) = local peripherally averaged Nusselt number,d./k
Nu_ = mean Nusselt number for whole tube surfaeed,/k
Nu_., = mean Nusselt number for infinite-length tubed,/k
Ra = Rayleigh number GrPr
Re = two-phase Reynolds numbeW..d./v
u = condensate velocity componentxrdirection
w = condensate velocity componentzrdirection
V. = free-stream vapor velocity
x = peripheral coordinate measured from top point of
tube ellipse
z = axial coordinate
Z" = dimensionless axial coordinate, cf. H49)

Greek Symbols
a = local heat transfer coefficieak/ s,

local thickness of condensate film

dimensionless local film thickness, cf. E4.8)
temperature drop across condensate ftn{T—T,,)
dimensionless local film thickness, cf. EQ7)
density of condensate

peripheral angle measured from top point of tube
ellipse

2
SRR [~ S
Il

300 / Vol. 123, APRIL 2001

specific heat of condensate film at constant pressure

¢ = angle between the tangent to tube ellipse at any point
(r,6) and the horizontal
¢ = tube inclination angle with the horizontal
u = dynamic viscosity of condensate
v = kinematic viscosity of condensate
75« = Interfacial vapor shear ir-direction
75, = interfacial vapor shear in-direction.
Subscripts
S = saturation
w = wall
X = x-direction
z = z-direction
8 = interface
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Heat Transter and Pressure Drop
wano i | ONAracteristics During R22
e | Evaporation in an Oval Microfin
e | Tube

e-mail: mankim1@uiuc.edu
An experimental study on R22 evaporating heat transfer in round and oval microfin tubes

Jeong-Seob Shin has been performed. The oval tube was an elliptic tube of axis ratio 1:1.5, which was
Department of Mechanical Engineering, fabricated from the round tube with an outer diameter of 9.52 mm and 18 deg helix angle
Pohang University of Science and Technology, counterclockwise. The test section was a straight horizontal tube of 0.6 m in length and
San 31 Hyoja-Dong, was heated electrically by a tape heater wound on the tube surface. Heat flux of 12
Pohang, Kyungbuk 790-784, Korea kW/n? was maintained constant and the range of refrigerant quality was@& The
tests were conducted for evaporation at 15 °C for80 kg/h mass flow rate (mass flux
Clark W. Bullard based on the oval tube: 15800 kg/nfs) and the installation angles of the oval tube
Department of Mechanical were varied between 0 and 135 deg in the circumferential direction. The local and
and Industrial Enginegring, average heat transfer and pressure drop characteristics for the oval tube were compared
University of lllinois at Urbana-Champaign, to those for the baseline round tube. The average two-phase heat transfer coefficients for
1206 West Green Street, the oval tube were-212 percent higher than that for the round tube and pressure drops
Urbana, IL 61801 for both tubes are similar. The single heat transfer coefficient and friction factor corre-

lations for the round and oval microfin tubes are developed within the rms errarSdf
percent and+10.0 percent, respectivelyfDOI: 10.1115/1.1351894

Keywords: Enhancement, Evaporation, Heat Transfer, Heat Exchangers, Two-Phase

Introduction fer and pressure drop characteristics for R22, R134a, and R32/
Heat exchangers in air conditioning and heat pump applicatioR125 (60/40 percentjn smooth and microfin tubgs. Kaul et al.
have an important effect on system efficiency and physical sif] conducted a study on the horizontal evaporation hea_t transf_er

. - . erformance of R22 and several alternative refrigerants in a fluid
and on environmental impacts. Finned round tube heat exchan éEted microfin tube and they developed correlations of heat
are usually used for the evaporator and condenser for residenfighcfer coefficients for each refrigerant. Chamra ef#l] pre-
air-conditioning systems. The air-side thermal resistance of t8gnteq R22 evaporation heat transfer and pressure drop data for
heat exchangers dominates the to_tal thermal resistance. To IBw microfin geometries applied to the inner surface of 15.88 mm
prove the thermal performance of finned tube heat exchangers, . tubes. Kuo et al12] reported the effect of heat flux, mass
is necessary to reduce air-side thermal resistance. When a rognd and evaporation pressure on the heat transfer coefficients us-
tube is used, heat transfer degradation and large pressure drog§&9.52 mm o.d. microfin and plain tubes. Liti3] performed a
caused by re-circulating flow in the wake, and noise problendgudy of evaporation and condensation heat transfer and pressure
may be caused by non-uniform flow at the outlet of heat exchangrop behaviors of R134a and R22 in a 9.52 mm o.d. axially
ers. Oval tubes are one option for solving these problems. Theggooved tube and presented heat transfer coefficient and pressure
fore, several studies of air-side thermal performance of oval tubdeop correlations for each refrigerant. Dunwoody and Idia]
heat exchanger have attracted researcfies$]. To investigate investigated single-phase laminar heat transfer characteristics in
the overall performance of the oval tube heat exchangers, hoalliptical tubes having different ratios of major and minor axis.
ever, tube-side heat transfer and pressure drop behaviors as Whey reported that the heat transfer and pressure drop for the
as air-side performance must be considered simultaneously. SeNiptic tube are larger than those of a round tube. However, there
eral investigator§6—13] performed studies on evaporation in mi-is no published data in the open literature for refrigerant evapora-
crofin round tubes. tion in an oval microfin tube.

Yasuda et al.[6] developed “THERMOFIN-HEX TUBE", This study investigates local and average two-phase heat trans-
which was 9.52 mm o.d. microfin tube with 18 deg helix angle, tter and pressure drop characteristics during R22 evaporation in a
improve the evaporation performance of room air conditionerBorizontal oval microfin tube. The test results are compared to
They reported R22 evaporation heat transfer coefficient hadthwse for a round tube of the same circumferential length. The
maximum at mass flux of 200—250 kgisn Schlager et al[7] €ffect of installation angle on the evaporation characteristics of
investigated evaporation and condensation heat transfer and pt8g-oval tube is also reported. Finally, the heat transfer enhance-
sure drop characteristics in three horizontal 12.7 mm microffR€nt factors for the oval tube are addressed and the heat transfer
tubes with R22. They found evaporation and condensation héd pressure drop correlations are developed.
transfer coefficients in the microfin tubes were 1.6—2.2 and 1.5—

2.0 times, respectively, larger than those in the smooth tub&xperiments
Kandlikar[8] presented a flow boiling heat transfer correlation for ) o
enhanced tubes by modifying his smooth tube correlation, and!T€St Apparatus.  Figure 1 shows schematic diagram of the

Christoffersen et al[9] investigated local evaporation heat transt€St apparatus. It consists of circulation loops for the refrigerant
and heat transfer fluids and data acquisition system. The refriger-

Contributed by the Heat Transfer Division for publication in tt@UBNAL OF ant circulation loop includes a gear pump, a mass flow meter, a

HEAT TRANSFER Manuscript received by the Heat Transfer Division April 28,pre'heaterv a teSt_ SeCtion_‘ a st_abilizer, a SUb'COOHng_U”it and a
2000; revision received November 15, 2000. Associate Editor: H. Bau. receiver. The refrigerant is delivered to the test section by the
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magnetic gear pump. The refrigerant flow rate was measured asriolis-type Micromotion mass flow metéModel D40)with a

ing a coriolis-type Micromotion mass flow metélodel D12) nominal flow range of 0—-1225 kg/h and an accurady.15 per-

with a nominal flow range of 0—135 kg/h and an accuracy afent of full scale. The test data were collected using a hybrid

*0.15 percent of full scale. The refrigerant quality at the inlet afecorder and analyzed in real time with a PC running the data

the test section is regulated through heat exchange between riduction program. All the information about test conditions and

refrigerant and the hot water in the pre-heater. Table | describgst data during the test, were displayed on the monitor and test

geometrical parameters for the test tubes, compared to those:@fditions were changed based on this information.

ACRC [9] and NIST[10]. Figure 2 shows the cross-sectional

configuration of the microfin tube tested. The test section has anTest Conditions and Methods. Prior to the evaporation test,

effective length of 600 mm and the oval tube tested was fabricattite energy balance between the heater and tube-side was checked

using 9.52 mm o.d. round microfin tube with 18 deg helix anglesing water at the proper heat flux, and the results showed agree-

counterclockwise. The oval tube is an elliptic copper tube witment within 3 percent as shown in Table 2. The test conditions

axis ratio of 1.5(major axis:D,, = 11.20 mm, minor axisD,  described in Table 3 span the range of operating conditions of an

= 7.47 mm), so its cross sectional area is about 10 perceswtaporator for a residential air conditioning system. The tests are

smaller. A variable power supply was connected to the sheath&shducted for evaporation at 15°C for 30, 45, and 60 kg/h mass

heater wound on the tube surface to control the heat flux of thew rate with R22. The refrigerant flow raignass flux of the

test section. Thermocouples and pressure transducers are insejifl tube: 150—300 kg/fs) is changed by regulating the input

in the inlet and outlet of the test tube and a differential PressUfer of the variable speed magnetic gear pump. Constant heat

;Srq:t?:réz (\:/\?grgei(r:ntzcci)gc?%?ggr;ZEnT\'N-il;mhrg?:riuprgrdaijar:au::Ztllggl Y-of 12 kw/n? based on the average inside tube surface area is

b AP i ‘F’Vﬁ“ ntained through all the tests. The quality of the refrigerant
ased on the measured saturated pressure witBiB°C. To mea ering the test section is controlled th h the heat h

sure the tube surface temperatures, twelve thermocouples W%% "ng ed througn the neat exchange

ée in the pre-heater, and the heat flux was maintained by modu-

attached on the outer surface of the tube at three locations aldR , .
the length of the tube, mounted at the top, bottom, right and left ng the power of the sheathed heater. The installation angles of

the tube in the circumferential direction. The entire refrigeratiofi'e 0val tube are varied between 0 and 135 deg in the circumfer-

circulation loop including the test section was wrapped with 4@ntial direction for investigating the effect of gravitational force
mm thick foam insulation to minimize heat transfer between r&n evaporation. Figure 3 defines installation angle. Installation
frigerant and the environment. angle of O deg designates that the major axis of the oval tube is
The hot and cold water circulation loops to control the state ijrizontal, normal to the direction of the gravitational force. The
the refrigerant include a pre-heater and a sub-cooler. Thernigst conditions and data to be collected were monitored through-
couples were inserted to measure the temperatures at the inlet @ithe test, and data sets of 60—100 were recorded and averaged
outlet of the sub-cooler and pre-heater, and thermopiles were @ver 6—10 minutes after test conditions reached the steady state.
tached to measure the temperature differences between the inldRefrigerant flow rates, rather than mass fluxes, were held con-
and outlet of the hot and cold water. Heat transfer rate of ttstant during the experiments to maximize usefulness of the data
pre-heater was regulated by water flow rate measured usindoadesigners who seek the air-side benefits of substituting oval for

Receiver f——O) @ @ @ > 4@
Control

>
i Sight
2;22; Glass Pump Valve
dr & ®
)
@ Subcooler © @ @ @ O, @ (T) Preheater (T)
R e L R e e e =
— Sight o ig
_@ G:gss Test Section Stabilizer Glass _@ __®
@ @
Contol _® Control _@
@ Valve S }_@ Valve
Heater
Water Bath Water Bath
(COLD) (HOT)
Fig. 1 Schematic diagram of test rig
Table 1 Geometrical parameters for the test tubes
Tube D./D, D,/D, T/T, H, Pa Number Dy ¢ 4/4
type (mm) (mm) (mm) (mm) ©) of fins (mm) (mm?) 4
Oval - 11.2/7.47 | 0.3/0.36 0.2 18/40 60 5.0 55.6 1.6
Baseline | 8.8/8.92 - 0.3/0.36 0.2 18/40 60 5.5 60.8 1.6
ACRC [9] | 8.71/8.89 - 0.32/0.41 0.18 18/25 60 5.66 59.6 1.54
NIST [10] | 8.8/8.92 - 0.3/0.4 0.2 18/50 60 545 60.8 1.6
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Table 4 Estimated uncertainties

Temperature +0.1°C
Sensors Pressure +0.25 %
Mass flow +0.15 %
Heat flux 15.5%
Refrigerant quality +2.8+6.0%
Parameters | Refrigerant mass flux +0.8+1.2%
Average heat transfer coefficient +5.9+103 %
Friction factor +8.5+10.7%

Fig. 2 Cross-sectional geometry of the microfin tube tested

Table 2 Test results for the energy balance .
calculated from the temperature measured at the outside tube wall

Heater Heat flux (kW/m’) 12 using the one-dimensional conduction equation, approximated as
giitvt::tf(fi;:)te (kW) 3521758 Cartesian geometry. Pressure drop data were obtained simulta-
Tnlet temperature (°C) 553 neously from the differential pressure transducer v_wth 0.17 kPa

Water Outlet temperature (°C) 271 accuracy and two absolute pressure transducers installed at the
Heat transfer rate (kW) 0.220 inlet and outlet of the test section, and two values were in good

agreement. Average heat transfer coefficient and pressure drop
data were obtained, respectively, from the average values of the

. . o integral of the local heat transfer coefficient and pressure drop,
round tubes, and wish to understand the refrigerant-side mpa%igh were fitted over the quality ranges of 0_2_0%. Refrigeran[i

In this paper, results are presente'd and comparisons are madﬁrgberties were calculated using REFPRIB]. Accounting for
terms of mass flux wherever possible. all instrument errors, uncertainties for the average heat transfer
Data Reduction. The inlet and average qualities of the recoefficients and pressure drops were estimaté.3 percent and
frigerant at the test section were calculated from the energy bal10.7 percent(see Table 4), respectively using the standard

ance in the preheater and the test section, respectively method[16].
«— 1 (Qpn (i =i )) ) Results and Discussion
= (= 1Ipn, I i i
g my o Before considering heat transfer behaviors, experimental flow
patterngFig. 4) are presented on the Taitel-Dukler njdf@]since
X=X+ s (2) two-phase heat transfer is strongly dependent on flow pattern.

2myitg Modified Froude numbers$F) in Fig. 4 were calculated using

The evaporation heat transfer coefficients were calculated as different length scaleslYe) for each installation angléd); D,
= D, for # = 0 deg andD, = D,,sin @ for 90 deg and+45 deg

pg 0.5 Gx

Dae—oal 157/ Q)
" i . Deg(pi—pg) Py
whereq; is heat flux, andr,, andT, are inside wall and refriger-
ant temperatures, respectively. Heat flux was determined usfpg Mass flow rates of 45 and 60 kg/h, the flow patterns for most
inside tube wall area, based on the average of root and minim qu;ﬁf; g(ati acr)ez)ln éhnetsgrg:ﬁrr 1‘2’:’] dre%rmtf]eel):)ﬁg;ta%;ssryﬂgw
inner diameters and power input supplied to the hedignwas rate (m = 30 kg/h)and low refrigerant quality, the flow regimes
are in the stratified wavy flow region or close to the boundary
between the annular and stratified wavy flow.

Figures 5—7 compare temperature variations along the circum-

i 3)

=17 F

Table 3 Test conditions

Refrigerant R22 ferential direction for the round and oval tubes with 0 deg and 90

Evaporating temperature (°C) 15 deg installation angles. Figure 5 shows wall temperature profiles
Mass flow rate (kg/h) 30 | 45 | 60 for the round tube at the mass flow rates of 30 kg/h and 60 kg/h

Mass flux (kg/m’s) giz?fuz‘:be igg 332 ggg for ease of comparison with oval tube data obtained at the same
Heat flux (kW/m”) 12

Quality range 0.2-0.8

Installation angle (°) 0,45, 90, 135 (-45) 10 . T T .

Annular
oo @%
Dispersed
g %% bub%le

-~

ntermittent

Stratified wavy

o m=30kg/h

I g
O m=45kg/h
a m=60kg/h

0.1 L I I )
0.001 0.01 0.1 1 10 100

Martinelli parameter, X

Modified Froude number, F

Fig. 3 Definition of installation angle Fig. 4 Experimental flow patterns on the Taitel-Dukler map
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Fig. 5 Circumferential variations of wall temperatures for the

round tube: (a) mass flow rate: 30 kg /h; (b) mass flow rate: 60 Fig. 6 Circumferential variations of wall temperatures for the
kg/h. oval tube (0 deg installation angle ): (a) mass flow rate: 30 kg /h;

(b) mass flow rate: 60 kg /h.

mass flow rates. The temperatures of the bottom and right walls
are relatively higher than those of the top and left walls, since

liquid film layers are thicker due to gravity and the counterclock- yo5; Transfer Results. Figure 8 presents local heat transfer
wise helix [18]. As expected, temperature variations along thespayiors with the refrigerant quality and mass flow rate. The
circumference decrease as refrigerant mass flux and quality fea heat transfer coefficients are increased with refrigerant qual-
crease since the gravity and helix angle effects becom.e.reIaUVQ as expected except at low mass flux and low quality region,
less important as the flow pattern changes from stratified wayfi,ere fiow regime is stratified wavy flow and heat transfer coef-
flow to annular flow. . . ..., ficients are relatively constant with quality. The effect of installa-

_ Figure 6 presents the circumferential wall temperature distribyjpy gngle on the heat transfer coefficient decreases with increas-
tion for the oval tube a® =0 deg, where the major axis isiq the refrigerant quality and mass flux. This behavior may be
horizontal. Compared t@ = 90 deg(Fig. 7), the temperature ,ary gue to the flow regime transition from stratified wavy flow
variation along the circumference is relatively small, and so is trfs annular flow and more complete wall wetting and thinning of
temperature difference between the surface and refrigerant, whjga liquid film [9].

may explain the relatively hlgher heat transfer. It_ is observed that,;igure 9 shows how average heat transfer coefficients vary with
the top of the tube has a higher temperature difference than fhess flux and installation angle. Average heat transfer coefficients
bottom atx>0.8, 0.6, and 0.4 fo& = 150, 225, and 300 kg8,  for the oval tube are consistently 2—12 percent higher than that for
respectively. This consistent trend in the data suggests that dry@i#l round tube for all mass fluxes considered in the study. The
occurs earlier when the mass flux increases and the increap@dt transfer coefficients had maximum values at the refrigerant
vapor velocity causes the thinner liquid film at the top region Qfow rate of around 45 kg/h, where mass fluxes of round and oval
the tube to break down and become entrained as droplets in {fieg are 206 and 225 ks respectively. This behavior is con-
vapor core of the flow19]. This could explain the higher tem-gigient with the test result for the study of Yasuda ef@).who
perature difference at the top of the tube. sed the same round microfin tube. These phenomena suggest

Figure 7 shows the wall temperature distribution for the ovajgain that dryout occurred earlier and therefore the heat transfer
tube atfor¢ = 90 deg. The wall temperature variation along the Jotficient decreased as mass flux increased.

circumference is similar to that for the round tube and it indicates yaat transfer enhancement factors defined by
that the flow regime is stratified wavy flow for low mass flux over
the whole quality range except far>0.7. However, as the refrig-

erant mass flux increases and flow regime changes to annular 7= Noval (5)
. L. . h h ’

flow, the temperature variation along the circumference decreases. round
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Fig. 7 Circumferential variations of wall temperatures for the (b)
oval tube (90 deg installation angle ): (a) mass flow rate: 30

kg/h; (b) mass flow rate: 60 kg /h. Fig. 8 Local heat transfer coefficients: (a) mass flow rate: 30

kag/h; (b) mass flow rate: 60 kg /h.

8

whereh,,, andh,,,nqare the average heat transfer coefficients for
the oval and round tubes and they are fitted using third-order
polynomial function of mass fluxG.

Round
QOval (0%
Oval (90%)
Oval (+45°%)
Oval (-45%).

h=aG+bG2+cG® (6)

Avolde

The polynomial coefficienta, b, andc are shown in Table 5 for
the round and oval tubes. Table 6 shows the heat transfer enhance-
ment factors obtained from Eq&5) and (6) at the mass fluxes
(G = 150, 225, and 300 kg/fa) considered in the study. For the
round tube,n, is 1. The heat transfer enhancement factor for 135
deg (—45 deg)installation angle is larger than that for 45 deg
installation angle, suggesting the symmetry plane of the liquid
film thickness is rotated counterclockwise, in the same direction
as the grooved helik18]. 3 ! I | L
The heat transfer enhancement factgpsdetermined from the 120 160 200 240 280 320
experiments are expected to depend strongly on tube geometry,
especially at low refrigerant qualities and mass fluxes where helix
angle and gravitational effects are strongest. Additional expefij; 9 Average heat transfer coefficients with variation of
ments with different tubes will be needed to quantify this depempass flux
dence. Eventually the enhancement factor can be included as a

Heat Transfer Coefficient (kW/m’K)
e
Vil

Mass flux (kg/m’s)

multiplier in heat transfer correlations, such as the one illustrated Table 5 Polynomial coefficients in Eq.  (6)
below, yvhlch begins by modifying the round tube evaporation Round Oval wube (installation angle, °)
correlation proposed by Kaul et &lL0]. tube 0 45 90 43
D a 0.060 0.055 0.058 0.060 0.063
_ h,oval b*10° 234 | 178 | -2.06 -2.14 2.34
NUovai '\lum“”d”hDh,round ) ¢*107 289 | 179 | 239 | 242 | 280
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Table 6 Heat transfer enhancement factors  (7;) Table 7 Data sets used in the study
Mass flux Installation angle (°) Tube Data Tevap q7 G
(kg/m’s) 0 4s 90 -45 points €O | W) | (kg/m’s)
150 1.03 1.02 1.05 1.08 Present Round 75 5 12 137-274
225 109 | 1.06 1.08 1.10 resent oval 150-300
300 1.12 1.09 1.09 1.12 ACRC [9] | Round 60 5 2.0-38.7 50-505
NIST [10] | Round 150 4.4 3.4-292 | 43-1800
NU,oung= MZ%.SSBOYRQB P4 with refrigerant mass flux, and increase systematically with mass
roun ki ° flux as expected. The average pressure drop of the oval tube is

smaller or the same as the round tube at the same mass flux,
@=0.475-0.476x-0.197%,  f=0.599-0.474x+0.282%, essentially indistinguishable within range of experimental error.
© However at the same mass flow rate, the average total pressure
whereD,, is the hydraulic diameter as defined in Kedzierski androp in the oval tube varies from 3 percent to 20 percent greater
Goncalves[20]. The quadratic exponents in E@@) have been than that in the round tube as mass flux increases, consistent with

shown to be very successful for correlating convective boilingther published data for a round microfin tup@]. The cross

with a single expressiofil0,21].

sectional ared55.6 mnf) of the oval tube is about 10 percent

Equations(7) and(8) can now be combined into a single heakmaller than that of the round tub®0.8 mnf), since the oval tube

transfer correlation for the round and oval tubes

D
" d) Bo"Ref PR*.

hDy,
— =45 .85,
Dh,roun

K

Figure 10 compares the present test data and correlation with
ACRC [9] and NIST datd10], in which tube configurations are
similar to the baseline round tube as shown in Table 1. The
present correlatiofEg. (10)] predicts well the present test data
within rms errorst5.6 percent, and ACRC and NIST datd 5.9
percent and+10.2 percent, respectively. The latter studies in-
cluded a wider range of test conditions as shown in Table 7, and
the ACRC tube geometry had significantly different apex angle
(see Table 1). The heat transfer correlafig. (10)] can be used
for the round and oval microfin tubes within the test conditions
indicated in Table 7.

Nu=

(10)

Pressure Drop Results. Figures 11-13 show pressure drop
results. As shown in Fig. 11, local pressure drops for both round
and oval tubes increase with quality as expected. However, incre-
mental rate decreases over certain quality and it varies with mass
flow rate. For lower mass flow rat@0 and 45 kg/h), incremental
rates decrease over vapor quality of 0.65, while for 60 kg/h mass
flow rate it decreases over quality of 0.55. As the quality or mass
flux increases and the liquid layer becomes thinner, the roughness
of the liquid-vapor interface decreases and therefore, pressure
drop decreasd®]. Figure 12 shows how average totlctional
and accelerationpressure drops in the round and oval tubes vary

600 T

T T T T T T T 7T
- O Ppresentdata b

500 | O ACRC data[9]
A NIST data {10]

400

300 |-

Nucor

200 -

100 -

0 100 200 300

NUexp

400 500 600

has a smaller hydraulic diameter.

Considering that the pressure drop is a characteristic of the
friction with the vapor flow{9,13], it can be expressed using fric-
tion factor(f), mass flux(G), quality (x), and vapor densityp():

Al (Gx)?

AP=f ,
Dh 2pg

(11)

Pressure drop (kPa/m)

AVOL e

Round
Oval (0%
Oval (90°)
Oval (+45%)
Oval (-45)

0.4 0.6
Average quality

(a)

0.8

1.0

Pressure drop (kPa/m)

AvVvOOe

Round
Oval (09
Oval (90°)
Oval (+45%)
Oval (-459)

0.0

0.2

0.4 0.6
Average quality
(b)

0.8

1.0

Fig. 11 Local pressure drops
mass flow rate: 60 kg /h.

(a) mass flow rate: 30 kg /h; (b)
Fig. 10 Comparison of experimental data and Nu correlation
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5 on the round microfin tube, and the quality dependent exponents
enabled the single correlation to predict most of two-phase heat
transfer coefficients. The single heat transfer coefficient and fric-
tion factor correlations for the round and oval microfin tubes were
developed within rms errors of5.6 percent and-10.0 percent,
respectively. Their applicability to oval tubes having different he-
lix angles and aspect ratios needs to be generalized as additional
tube geometries are examined in similar experiments.

Round
Oval (0°)
Oval (90°)
Oval (+45°)
Oval (-45°)

AVOOe
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Mass flux (kg/m’s)

Pressure drop (kPa/m)

Nomenclature
Fig. 12 Average total pressure drops with variation of mass
flux A = heat transfer area, nfm

A. = heat transfer area, nfm

A, = heat transfer area for corresponding plain tube,’mm
5x10°3 , , a,b,c = polynomial coefficients in Eq(6)
- ] Bo = boiling number ¢/Giy)
o Presentdata ] D, = average diameter, mm
D. = characteristic length, mm
108k O ACRC data [9] _ Dy, = hydraulic diameter, mm
- = D,, = major axis, mm
C = D, = minor axis, mm
C 7 D, = root diameter, mm
& T ) f = friction factor
- B 7] F = modified Froude number
10741 4 g = gravitational acceleration, nf/s
= 3 G = refrigerant mass flux, kg/fa
E . h = heat transfer coefficient, WAK
- _ H; = fin height, mm
L _ i = enthalpy, J/kg
i; = saturation liquid enthalpy in the preheater, J/kg
108 L L ity = latent heat of evaporation, J/kg
1075 10 107 5x10°3 k = thermal conductivity, W/mK

| = tube length, m
m = refrigerant mass flow rate, kg/s
Nu = Nusselt numberiD,,/k)
AP = pressure drop, Pa
Pr = Prandtl number

g/ = heat flux, W/nf
Re = Reynolds number

£
exp

Fig. 13 Comparison of experimental data and friction factor
correlation

wheref is the friction factor and its single correlation for the Rg, = liquid Reynolds number based on hydraulic diameter
round and oval tubes is developed using the vapor Reynolds num- (GDp/us)
ber (Rg) and average qualityx): Re, = vapor Reynolds number based on hydraulic diameter
_ £0.112,-1.035 (GDpx/ wg)
f=0.212Rg"% ' 12) T = temperature, K

The correlation predicts the present and ACRC daiawithin Ty = bottom wall thickness, mm

rms errors of=10.0 percent andt15.5 percent, respectively. The T, = mean wall thickness, mm

pressure drop correlation developed here can be used for the oval X = refrigerant vapor quality or average quality
and round microfin tubes in the range of test conditions as shoypeek [ etters

in Table 7. . ' .
a = apex angle, deg, or quadratic exponent defined in
Eq. (9)
Concluding Remarks B = helix angle, deg, or quadratic exponent defined in
Eqg. (9)

Evaporation heat transfer and pressure drop characteristics of 5, = heat transfer enhancement factor
R22 in a microfin oval tube have been investigated. The average ¢ = installation angle, deg.
heat transfer coefficients in an oval tube were 2—12 percent larger p = density, kg/m
than that in the round tube with the same microfin and circumfey- .
ence, while the average pressure drops for both tubes were si%‘i’-bscr'ptS
lar, based on the mass flux. The installation angle of the oval tubevap = evaporation
did not affect significantly the evaporation behaviors. The heat f = liquid
transfer enhancement factor for the oval tube was defined based g = vapor
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The present paper reports on the results of a series of authors’ parabolic flight experi-
ments on spray cooling in addition to ground-based experiments in which the influence of
heater orientation and the behavior of rebounded droplets were especially studied in
detail. Water and FC-72 (perfluorocarbon) were employed alternatively as a test liquid
sprayed from a single full-cone nozzle onto a Cr-plated surface of an electrically heated
copper block for transient cooling experiments or onto a transparent ITO (indium tin
oxide) coated surface of a glass block for steady state experiments in a relatively low
superheat region. Each experimental run was accomplished within some 15 sec through
which a stable reduced gravity condition (0.01 times the terrestrial gravity) was main-
tained in the aircraft. Cooling curves were obtained over a wide range of each of the
following parameters: the wall superheat, the spray volume flux and the Weber number
for the spray droplets. It is demonstrated that the gravity dependency of the spray cooling
characteristics varies with the spray volume flux and the droplet Weber number. Quali-
tative interpretations of the observed gravity dependency are provided.

[DOI: 10.1115/1.1345887
Keio University,
Yokohama, Japan

showed a difference in the boiling behavior and boiling heat trans-

Introduction
Sprav cooling has been widely applied to many industrial rf(_ar between organic liquids and water in microgravity conditions
pray g y app hany o P 4]. It is likely that spray cooling characteristics might show a
cesses in which controlled rapid and effective cooling perfo

. red. B fit bilitv for intensi d “|[nilar different behavior between organic liquids and water. It is
mantcel 1S re(tqmlrled.h ect:ause 0 II S capa ”IY orin en§|(\j/e agt pected that the influence of gravity may be mostly emphasized
curately controfied heat removal, Spray €ooling IS CONsIGerea o heg, pojling region under low Weber number conditions, be-

one of the key tgchnologies for developing thermal managem se, according to thé/e-based criterion of droplet impinging
systems for use in space. In fact, flash evaporators were deveIoBg avior[5], the rebounding motion of droplets on the heater

for the Space Shuttidd ], and they have been operated for years, face in reduced gravity conditions must be considerably differ-
of the Space Shuttle missions. In addition, spray cooling shoulgh: from that in the normal gravity.

have potential ap.plicabil'ity to variou; space'technologies. such aSAlthough most of previous works studied on post-impact be-
emergency cooling, microelectronics cooling, quenching arnhyior of spray droplets, the thermal interaction between spray
rapid cooling in microgravity materials processing, etc. Despiloplets and air(or vapor) during pre-impact may also have a
the mass of literatures on spray cooling, however, the presnificant influence on the heat transfer in spray cooling. The
understanding of the influence of gravity on spray cooling chajhteraction between spray and buoyant jet arising from the heated
acteristics is considerably limited. surface was experimentally and theoretically investigated, and a
Choi and Yad2] examined the effect of heater orientation byconsiderable reduction in droplet velocities due to the counter-
the experiments on both horizontal and vertical sprays impactifigwing buoyant vapor jet was pointed of]. In addition to all
onto vertical and horizontal heater surfaces, respectively. Theiese previous findings indicating the influence of gravity, the
results showed a higher rate of heat transfer for the vertical spridckness of a liquid film on the heater surfd@8]may be under
in the film boiling region due to the secondary contacts of spa&n influence of gravity as long as the flooding condition takes
tered droplets, and a higher heat transfer for the horizontal spralpce on the heater surface. Deb and Y@banalyzed the film
in the transition boiling region most likely due to easier vapaboiling heat transfer, taking account of three different heat transfer
removal from the heater surface. Qiao and Chaf8fabserved a mechanisms: drop contact heat transfer including local vapor con-
detailed impact behavior of free-falling single droplets on a heataeéction and local entrained air convection, bulk convection and
surface under a low gravity condition, though the experimenteddiation. The previous studies outlined above allow us to pre-
time available with a 15 mm free-fall was only 55 ms. They notegume that gravity should play an important role in the spray cool-
that water droplets could not be maintained on the heater itg particularly in the film boiling region. Nevertheless, none of
Leidenfrost evaporation in low gravity condition. As for the healhese studies provided us with an indisputable experimental
transfer in the nucleate boiling region, however, no apprecia¥idence for the influence of gravity on the spray cooling
influence of the reduction in gravity was found. Another importargharacteristics.
finding in their work was a difference in boiling behavior between In this context, the present authors initiated an experimental
water and an organic liquith-heptane), which is presumably as-2pproach, using parabolic flights of a Japanese aircraft, MU-300.
cribable to the differences in surface tension and wetting angl&€ results of the first experiments in this project has been re-

between the two liquids. The effects of such differences may peorted elsewher¢l0]. These experiments were performed with
come more prominent with the reduction in gravity. water and CFC-113 each sprayed onto a Ni-plated surface of a

The present authors' previous work on pool boiling als§oPPer block heater of 19 mm in diameter. Water and CFC-113

were selected, noting significant differences in physical properties

Contributed by the Heat Transfer Division for publication in tf@RNAL OF (e.g., latent heat of vaponzatlon., surface tensmn’ cqntact angle. on
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 3meta|- e_t_c.)betweelj them. In view of substantial d'ﬁerencfes n
2000; revision received July 19, 2000. Associate Editor: T. Avedisian. pool boiling behavior between water and some organic liquids
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observed in previous microgravity experiments of the present aOHF’s but to obtain experimental knowledge of the effects of
thors [4], it was expected that water and CFC-113 may shogravity on spray cooling in various spray conditions.
appreciably different spray cooling characteristics. Later CFC-113
was replaced by FC-7Zperfluorocarbopy and the Ni-plated Experimental
heater was also replaced by a hard Cr-plated surface of a coppelp
block heater, which was 50 mm in diameter. As for the heater Apparatus. Figure 1 schematically illustrates the assembly of
surface characteristics, the hard Cr-plated heater surface emplogresl apparatus. Since the apparatus was designed for parabolic
in the present study showed very stable cooling characteristitight experiments, the systems were essentially closed. The liquid
throughout the present experiments due to its high resistivitpntained in a pressure vessel was continuously squeezed out by a
against oxidization, though we have experienced rather poor spdunger being replaced by dry nitrogen gas at a constant pressure,
bility of Ni-plated surfaces, mirror-finished Cr-plated surface, an@.2—0.7 MPa, so that the liquid could be sprayed at a constant
gold-plated surfaces. At the same time, a metalli@&®) surface volume flux into a spray chamber from a nozzle installed at the
of a transparent glass heater was also employed in a relatively layp of the chamber. No attempt was made to control the liquid
superheat region, i.e., nucleate boiling region, for the observatitgmperature at a prescribed level; the liquid was thermally equili-
of the behavior of liquid droplets impinging onto the transparertrated with the ambience both in the ground-based and parabolic
heater covered with a liquid filfL1]. Note that recent experimen-flight experiments. The subcoolings of water and FC-72 alterna-
tal data for spray cooling characteristics with CFC-112] and tively used as the test liquid were, therefore, 68—79 K and 29-37
FC-72[13] are available, and FC-72 is regarded as a coolant i respectively. The liquid thus sprayed onto the surface of a
the thermal management systems for both the Expose Facilityhigater installed in the chamber vaporized completely or partly.
the JEM(Japanese Experiment Modui@ the I1SS(International The vapor filling the chamber and, if any, a residual liquid were
Space Stationflpha and Japanese un-manned space vehicle dhen discharged into an external reservoir to be stored there. In
der development. The results obtained in the present authors’ pieduced gravity conditions, this draining procedure was main-
ceding studie$11] may be briefly summarized as follows. tained with the aid of a small auxiliary pump. The pressure vessel
was a 0.01 min volume, and hence one filling-up of the vessel
For ~Water. At spray volume fluxes below 3.0 gjowed for one series of parabolic flight experiments, i.e., the
X 10~ *m%(m?-s), the heat transfer in the high temperature regiogkperiments performed in ten successive parabolic flights, which
beyond the MHF(minimum heat flux point was degraded by were succeeded in one hour.
about 30 percent with a decrease in gravity. At spray volume Two different heaters, namely a copper block heater and a
fluxes higher than 2010 % m¥(m?:s), a reduction in gravity transparent glass heater, were prepared for use in two different
caused a slight increase in the Ckiffitical heat flux). The obser- classes of experiments, transient experiments and steady-state ex-
vation of the transparent heater surface from its rear side reveagatiments, respectively. Figure 2 illustrates the structure of the
that the droplets fed onto the surface at lower spray volume fluxegper portion of the copper block heater, which had a hard Cr-
completely vaporized there, without showing mutual interactionplated circular surface of 50 mm in diameter. The heater required
if the heat flux imposed on the heater was so raised as to approadtelatively large test surface and, at the same time, such a small
the CHF. heat capacity as to allow rapid temperature control during para-
bolic flights. The present heater design was a compromise be-
For 950'31132 and FC-72. At spray volume fluxes above yeqn these two requirements. The positions of twelve sheathed
5.0x10"“m*(m*-s), a reduction in gravity yielded a slight in- chromel-alumel thermocouples inserted into the copper block are
crease in the CHF. When a heat flux close to the CHF was ifygicated in Fig. 2. These thermocouples, 0.25 mm in diameter,
posed on the heater surface, droplets having impinged on the sjjre calibrated in advance, and the uncertainty in the temperature
face integrated into quite thin liquid films, which weremeasurements with these thermocouples was evaluatedt6 fie
immediately swept away. _ K. Before each experiment, the copper block was heated up to a
The above results indicate some gravity dependency of tB?escribed temperatur@p to 400°C)by seven 1 kW cartridge
spray-cooling heat transfer characteristics, which is qualitativefsaters embedded in the block from its bottom. The copper block
consistent with the results of the previous terrestrial spray-cooligghs then cooled down transiently by spraying a liquid onto its
experiments on the influence of the heater-surface orientfbn syrface. The junctions of those thermocouples were fixed at four
However, the following issues are still remained to be clarifiedjifferent depths from the top surface of the block and at three
(1) the variation of gravity dependency of spray cooling heajitferent radial locations—just on the central axis of the block,

transfer with a change in spray volume flux conditions; éhidhe  and 8 and 15 mm, respectively, offset from the central axis. Each
variation of gravity dependency of spray cooling heat transfer

over a wide range diVe conditions particularly in the film boiling

region.
. . . P
This paper reports on the results of a succeeding series of OIS gauge
parabolic-flight experiments, which were performed with an inten- N
tion to clarify the issues listed above. Special attention was paid to o sansor

cover wide ranges of wall superheating ante, respectively. A
Laser Doppler VelocimetefLDV) with a frequency shifter was
employed for the evaluation of the velocities of liquid droplets
before impinging on the heater surface and rebounding from it.
The range of the spray volume flux in the present study does not
cover the liquid flooding regime but is limited to the drop-wise
evaporation regime. The authors believe that spray cooling should Vacuum
not be used in the liquid flooding regime as far as the application pump
of spray cooling in space is concerned, because the liquid flooding

regime presumably yields complicated bulk liquid/vapor interac-

tion in microgravity conditions with erratic and/or indefinite

g-jitters from various sources. It should also be noted that, in

Copper
block
heater DK AC Power supply

hvd
o

Pressure vessel

space, the liquid to be sprayed needs to be saved, without causing Reservoir

a substantial degradation of spray cooling performance. The ob-

jective of the present study is, therefore, not to pursue higher Fig. 1 Spray cooling experimental apparatus
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determination was estimated to be withirl K. All the experi-
ments with this glass-prism heater were performed under a steady-
state thermal condition in contrast with the transient cooling ex-
periments with the copper block heater, and were limited to the
nucleate boiling region to prevent the ITO film from possible
thermal destruction at high heat fluxes close to the CHFs.

Three different full-cone nozzle@Uni-jet type TG, Spraying
Systems Co., Ltdyere used alternately to spray water or FC-72
Thermocouples onto the heater surface in the chamber filled with nitrogen gas
nearly held at the normal atmospheric pressure. The spray volume
flux could be changed either by exchanging the nozzle in use for
another one or by changing the pressure of nitrogen gas supplied
to the pressure vessel storing the test liquid, water or FC-72. Any
nozzle put to use was fixed at a position 100 mm above the heater
surface so that it was pointed at the center of the surface.

In the experiments on the ground, the spray chamber was so
installed that the heater surface was facing either upward or down-
S ward to examine the dependency of the heat transfer characteris-
Heating elements tics on the heater orientation.

Cr-plating 25
Ceramic insulator

TTaf7
10
t

Copper; block

Metal O-ring Insulation

Fig. 2 Structure of copper block heater Spray Parameters. The spray volume flux at the heater sur-
face was calibrated, on the ground, for different levels of the
pressure imposed on the liquid to be sprayed out from each

thermocouple was stuck into a 0.35 mm-diameter hole with ?pzzle. In the calibration, the heater in the spray chamber was
thermal-resistant alumina/silica cement. The cooling of the bloéRPlaced by a honeycomb-structured droplet receiver such that the
was monitored simultaneously with the twelve thermocoupletoP surface of the latter was located at the same position as that of
The surface heat flux and the surface temperature at each insthgt former in the spray cooling. This enabled us to know the
were deduced from the instantaneous temperature distribution $i#atial distribution of the spray volume flux. It was found that the
side the block detected by those thermocouples, assuming owelume flux under each prescribed condition was nearly uniform
dimensional conduction in the cylindrical copper block and takingithin a diameter of some 30 mm about the axis of the spray but
into account of the temperature dependency of the thermal cggnificantly radius-dependent over the peripheral region. Thus,
ductivity of copper. After the experiments, the copper block we§e volume flux averaged over the central area of the heater within
cut, and the maximum discrepancies of the actual locations of tA@ mm in diameter was used Bs the nominal spray volume flux,
thermocouple junctions from their nominal locations were fount this paper.
to be +0.05 mm in the axial direction antt0.2 mm in the radial  The diameters and velocities of droplets sprayed out from the
direction. The relative uncertainty in the heat flux was the large8@zzles were measured with the aid of a PDfhase Doppler
at the MHF point for FC-72; it was estimated to bd 0 percent. Particle Analyzerpat a plane 100 mm below the nozzle tip, which
The transient experiments using this copper block heater enabfgdresponds to the position of the heater surface in the spray cool-
us to obtain the heat transfer characteristics throughout the filiag experiments. The droplet velocities thus measured under each
transition and nucleate boiling regions, thereby permitting us &xperimental condition showed a typical Gaussian distribution in
determine the CHF and the MHF. the radial direction with the maximum velocity at the center. The
Figure 3 illustrates another heater assembly which was used fogan velocity averaged over the central area, within 30 mm in
observing the behavior of liquid droplets on the heater surface.ddameter in the heater surface, was definedv aghe nominal
Pyrex block shaped into an anomalous prism configuration weoplet velocity, in this paper. The difference between the mean
substituted for the copper block. An 18 mxi8 mm area on the velocity and the maximum velocity was within3 percent, and
top surface of the glass prism was plated with a thid0—500 nm the uncertainty in the mean velocity was within0.5 m/s. The
in thickness)ransparent IT@indium tin oxide)film which could droplet diameter measurements also showed a slight spatial distri-
serve as the source of Joule-heat generation. Since the eledtrition, but the difference in diameter between the center and the
resistance of the ITO film increases with an increase in tempeedge of the heater surface was withit® percent. In the present
ture with a fairly good and stable linearity, the area-averagetudy, the arithmetic diameter at the center of the heater surface is
heater surface temperature could be evaluated by measuringdbéned as the droplet diameter. The spray characteristics thus
resistance of the ITO film. The uncertainty in the temperaturaeasured are summarized in Table 1. The specifications of the
nozzles employed in the present experiments and the liquid pres-
sures are also summarized in Table 1. These PDPA measurements

18mm were carried out exclusively on the ground. The LDV system on
ITO film board the aircraft was different from the PDPA system used on
Ni plating the ground.
ZE Procedure of Flight Experiments. The LDV system includ-
; : ™ ing a 15-mW He-Ne laser and a frequency shifter was also on
/ \Hecmc current board to measure, through a side window of the spray chamber,
[ Voltage measurement) = the velocities of droplets impinging upon, and rebounding from,
| the heater surface. The measuring point was 15 mm above the
[ | Pyrexdlass heater surface. Compared to the PDPA measurements on the
X ground, the velocities measured with the LDV on the aircraft
Strobe light showed a wider scattering; the difference between the maximum
To 8mm video camera and the minimum velocity in the area of the heater surface was
within £10 percent. The measurements of the rebounded droplets
velocities were also schemed during the flight experiments. How-
Fig. 3 Structure of transparent glass heater ever, the measurements in reduced gravity condition were seri-
Journal of Heat Transfer APRIL 2001, Vol. 123 / 311
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Table 1 Spray parameters

Coolant Nozzle Pressure Spray volume flux | Droplet diameter |Droplet velocity] Weber number
MPa D, m*/(m>s) | (arithmetic mean) v, m/s We
d, im
Water TG 0.4 0.2 0.000142 68 5.6 30
Water TG 0.3 0.4 0.000136 92 5.1 33
Water TG 0.4 0.4 0.000197 60 5.8 28
Water TG 2 0.1 0.000370 386 10.8 622
FC-72 TG 0.3 0.3 0.000225 60 5.8 283
FC-72 TG 0.4 0.2 0.000217 54 2.8 59

ously hindered by the vapor condensation and the creeping upiroéspective of the spray volume flux. This fact may be explained
the residual liquid on the sight glass, and, hence, no reliable datdh the aid of the visual observations of the surface of the trans-
were obtained. parent heater from its rear side, which are described below.

The whole experimental apparatus was installed in three stanWhen the spray volume flux was held at a relatively low level,
dard rackg700 mmx450 mmx900 mnfpr the parabolic flights 1.356x10™ % m3/(m?.s), the fraction of the downward-facing
in the MU-300 aircraft. The spray chamber and the main part ékater surface covered by liquid films at the highest heat flux was
the experimental hardware were mounted on one f#wk main found to be lower than the corresponding fraction for the upward-
rack), and the LDV and the optical signal processing systerficing surface by about 20 percent. On the contrary, the former
were arranged in the second rack next to the main rack. The datas higher than the latter by about 20 percent when the spray
acquisition and control systems were accommodated in the thifélume flux was held at a higher level, &30~ * m¥(m?s). Fig-
rack. ure 5 shows typical rear-side views of the heater surface under a

A series of spray cooling experiments were conducted undefgiv spray volume flux condition, where dark parts and bright
reduced gravity conditiorf0.01 times the terrestrial gravitye), parts represent liquid films and dry areas on the heater surface,
1g. and an elevated gravity condition () during each para- respectively.
bolic maneuver. 3, reference experiments were also conducted When the spray volume flux was low, it was observed that
on ground before take-off. We confirmed that both cooling charmpinging water droplets formed a number of snf@land-like)
acteristics obtained in thesegl situations were in complete Jiquid films which partly covered the heater surface, and that the
agreement. Although the reduced or elevated gravity period dlroplets impinging on the residual dry area immediately evapo-
ing one parabolic trajectory lasts some~1Z) seconds, the only rated. The authors presume that each isolated island-like film was
data in the last 6 seconds in that period were employed for thgher flattened in the @, condition due to gravitational force,
present evaluation of the heat transfer characteristics because @fhgch resulted in a higher liquid occupancy agd. It turned out
better stability of the gravity level in the later part of the periodirom this behavior of droplet/heater interaction that the lower oc-
The data composing one boiling curve for a particular experimegupancy of the downward-facing surface by liquid films favors the
tal condition were taken through one series of parabolic flightsvaporation of the impinging droplets, thereby yielding a better
i.e., normally successive 10 parabolas. In the case of water, f@#at transfer characteristics.
instance, starting at 400 K, the copper block heater was graduallyin contrast to this, when the spray volume flux was high, the
cooled down approximately by 5-20 K during each parabola. Th@ater surface was mostly covered by enlarged liquid films, and

rate of cooling depended on the spray condition selected in eagforous nucleate boiling took place in these liquid films. Due to
series of parabolic flights, and it varied with time in the course of

cooling, primarily depending on the boiling regime prevailing on
the heater surface at each instant. The experimental data then
covered a whole boiling curve after 10 parabolas.

The data sampling frequency was set at 1 Hz while the heater
surface temperaturgn other words the wall superheatas in the L
film boiling region. The frequency was increased to 10 Hz when
the surface temperature fell in the transition or the nucleate boil-
ing region.

400~ Dm, m3/(m2-s)
- =0 0.000135 S @ .
- e 0 0.00043

Results and Discussion

Ground-Based Experiments

G, kW/m2

Water 00} o

(a) Steady state experiments and observation from the rear 5
side of the heater.

Before the flight experiments, a number of reference experi-
ments, especially those for different heater orientation, i.e., - .
upward-facing (1g.) and downward-facing< 1 g) orientations, 0 : 2'0 . 4'0
were conducted in the normal gravity condition at different spray ATsat, K
volume fluxes. Figure 4 compares the heat transfer characteristics ’
for both heater orientations in the nucleate boiling regime with th&g. 4 comparison of spray cooling characteristics for water
transparent heater. Here we find that the downward-facing oriegith different orientation of transparent heater (Solid circles:
tation gave a higher heat flux at any degree of the wall superhaag,, Open circles: —1 g.)
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Fig. 6 Comparison of spray cooling characteristics for water
with different orientation of copper block heater (Solid circles:
1g., Opencircles: —1g,)

In contrast to the substantial dependency of the heat transfer in
the nucleate boiling region on the heater orientation, no significant
orientation dependency was observed in the CHF and the transi-
tion boiling region. Figure 6 shows the results of the transient
experiments with the copper block heater in a low spray volume
flux condition. Although Fig. 4 shows an appreciable effect of
heater orientation on the heat transfer in the nucleate boiling re-
gion, Fig. 6 hardly shows such an effect. This difference is pre-
sumably ascribable to the difference in the surface characteristics
between the transparent heater used in the steady state experi-
ments and the copper block heater used in the transient cooling
experiments. The transparent glass heater has a very smooth sur-
face coated by ITO, while the copper block heater has a relatively
rough hard Cr-plated surface. As a result of its higher surface
smoothness, the glass heater allows the nucleate boiling to take
place in a wider superheat randes]. It is also presumed that the
ITO-coated surface of the glass heater has a higher wettability
with water. The impinging droplets easily form either isolated or
integrated liquid films on the glass heater, and this particular be-
havior is presumably relevant to the considerable difference in the
nucleate boiling heat transfer characteristics between the upward-
facing orientation and the downward-facing orientation.

In Fig. 6 we find a considerable orientation dependency in the
film boiling region including the MHF point, where the heat trans-

) o ) o o fer from the downward-facing heater surface was deteriorated by
flattening of the liquid films in the @, condition, the in-film 504t 30 percent, compared to that from the upward-facing sur-
nucleate boiling is considered to decrease the liquid occupang¥e The heat transfer deterioration detected with the downward-
more strongly in the B, condition than in the case of 19., facing surface is considered to be caused by the lack of the con-
downward-facing orientation. Thus the higher fraction of liquidgipution of rebounded droplets in the lowe condition We
film-covered area in the downward-facing surface should yieldgzg); i.e., impinging droplets do not spread out but are re-
larger contribution of the in-film nucleate boiling to the heat trangsqnded away from the downward-facing heater surface.

fer, thereby resulting in a better heat transfer characteristics. HOW'According to Shoji et al[17], the behavior of liquid droplets
ever, the mechanism underlying the variation in liquid film occUsprayed onto a heater surface in the film boiling region was clas-
pancy of the heater surface depending on its orientation is Y&ftied into the following two categories with respect to thee:

Fig. 5 Observation of water-sprayed heater surface from rear
side (@ 1g,, D=1.97X10"*m%(m?%s), q=430kW/m? (b)
—1g., D=1.97X10"*m%(m2-s), g=450 kW/m?

to-be clarified. y o whenWe >80, each droplet having impinged upon the heater sur-
The data obtained in the nucleate boiling region in the steaglye is crashed to disintegrate into small fragments; wiém
state experiments were found to be well correlated as, <80, each droplet is subject to a deformation at the impingement
qoe (AT )™ ) on the heater surface but it soon recovers its spherical shape and
sal 1

then rebounds from the surface due to the predominant role of
whereq and AT, denote the heat flux and the wall superheasurface tension and the bulk motion of vapor generated from the
respectively, andan is a dimensionless index falling in the rangedroplets. Sinc&Vein the experimental conditions in Fig. 6 was as
1.7-2.0. The above correlation follows the form of empirical colew as 28, liquid droplets inevitably rebounded. Each of these

relations reported in some previous studi&4,15]. droplets once rebounded from the heater surface facing upward
(b) Transient experiments and the behavior of reboundedpossibly repeated such a rebounding motion, thereby continually

droplets in differentWe conditions. contributing to the heat removal from the heater surface. On the
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Table 2 Results of LDV measurements for rebounded droplets

Coolant Spray volume flux| Droplet velocity {Ratio of rebounded| Droplet velocity |Ratio of rebounded
D, m*(m?s) at heater center | droplets at heater | at 15 mm from |droplets at 15 mm
v, m/s center heater center | from heater center
Downward Upward v, m/s
Downward Upward
Water 0.00014 7.8 -2.1 0.54 6.2 -1.2 0.60
Water 0.00020 12.5 -2.7 0.56 10.0 -1.3 0.57
Water 0.00043 10.6 -1.9 0.15 9.5 -1.3 0.13
FC-72 0.00005 3.1 -1.2 0.16 3.3 -1.2 0.16
FC-72 0.00007 4.7 -0.8 0.15 4.4 -1.3 0.17
FC-72 0.00011 34 -1.1 0.15 2.7 -1.3 0.13
FC-72 0.00019 55 -1.3 0.23 5.3 -1.2 0.14
other hand, it is not likely that the droplets once rebounded from Acne= 0.80max, (3)

the downward-facing surface interact with the surface again. ) o

Thus, the deterioration in heat transfer in the high wall-superhe¥fi€rép the density of the sprayed liqui@ the mean spray vol-
region observed with the downward-facing surface is reasonati{ne flux,L the latent heat of evaporation of liquid, the specific
ascribable to the above-mentioned difference in dropléieat, andA Tg,pthe subcooling of liquid. The authors’ experimen-
rebounding behavior between the two surface orientations. ~ tal data showed a tendency to deviating from any lingag,

In fact, the velocities of rebounding droplets were measuré@rsusD relation in a highD range,D>7x10*m%(m?s), and
with the LDV, and it was found that those rebounded droplets h&l@e increase ofjcir with an increasingd was significantly de-
an upward-direction velocity in the range 4.3.7 m/s. Detailed Pressed in this range. It is reasonable to assume that the gravity
measurements revealed that 55—-60 percent of droplets were &#ect may change with a variation in liquid/heater contact mode,
bounded from the heater whaive =30. The percentage of the Which in turn may vary as to wheth@ris lower or higher than the
rebounded droplets reduced to about 15 percent whien=108 ~critical volume flux, D¢, ~7x 10 *m¥(m?:s). Thus, two spray
(Table 2). WhenWe =622, however, rebounded droplets could/olume flux regions are distinguished here for the convenience of
not be monitored since all the droplets spread out at the heafégcussing the gravity effect on spray-cooling heat transfer in a
surface. A similar situation is expected in the reduced gravitgter part of this paper: the low spray volume flux regidd (
condition. <D¢,) in which droplets having impinged upon the heater surface

Figure 7 plots the CHF versus spray volume flux data for watéerdly interact each other and completely vaporize, and the high
obtained under the terrestrial condition. Also indicated in Fig. gpray volume flux region@>D¢,) in which droplets integrate
areax versusD relation, whereg,,y, assuming the ideal evapo-into liquid films spread over the heater surface.
ration of sprayed liquid, is expressed as It may be said alternatively that the low spray volume flux

region defines thed range in whichqcye is approximated by
Amax=PD(L+CpA Ty, Monde’s correlation with a reasonable accuracy, and that the high
and an empirical correlation due to MonfE8]. spray volume flux region is the residualrange in whichqcyg is
no longer approximated by Monde’s correlation because of an
incompleteness of vaporization of the liquid on the heater surface.

FC-72.

(a) Steady state experiments and observation from the rear
side of the heater

In general, a relatively large scattering appeared in the experi-
mental data for FC-72 compared to those for water; this is pre-
sumably ascribable to a poor heat transfer characteristics in spray-

)

o~ 103 ing FC-72 due to its low latent heat. The steady state experiments
E with the transparent heater showed that the downward-facing
E heater surface gave a slightly better heat transfer than the upward-
i facing surface in the nucleate boiling region. From the rear side of
5 the heater, it was observed that an extended liquid film covered
T

the heater surface almost entirely and vigorously flowed over the
surface. No nucleation site was clearly observed in the film. This
behavior considerably different from that in water spraying is con-
sidered to come from the lower surface tension, the lower viscos-
ity and the lower latent heat of FC-72 as well as a higher wetta-
g bility of the heater surface with FC-72.

(b) Transient experiments and the behavior of rebounded
droplets in different We conditions

In the transient cooling experiments, the heat transfer charac-
teristics for downward-facing heater orientation showed an appre-
ciable heat transfer deterioration in the transition and film boiling
regions(Fig. 8). Accordingly, both CHF and MHF were deterio-

Qmax = oD ( L+CPATSUb )

102}
104

[ |
1078
D, m3/ (m2-s)

Fig. 7 Relation of CHF and spray volume flux for water in 1
(open circles represent the data obtained in the previous study
(Sone et al. [11]))
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Fig. 8 Comparison of spray cooling characteristics for FC-72
with different orientation of copper block heater (Solid circles:
1g., Opencircles: —1g,)

When the CHF data are plotted agaifstas shown in Fig. 9,
we find that the data are approximated by the following correla-
tion in the rangeD <4 X 10" * m3(m?-s):

Acrr~ 0-40max- (5)

This correlation indicates that the spray cooling with FC-72 is
considerably less effective than that with wafef Fig. 7 and Eq.
(3)).

Parabolic Flight Experiments
Water.

(a) Steady state experiments and observation from the rear
side of the heater

Steady-state experiments in the nucleate boiling region with the
transparent heater were carried out at two spray volume fluxes,
3.7x10 3 m®¥(m?.s) and 1.4X10"* m¥(m?-s), higher and lower
than the critical volume fluxD.,, 7X10 *m%(m?-s), respec-
tively. Unexpectedly, the heat transfer characteristics obtained in
these experiments showed no appreciable change due to the re-
duction in gravity. Also we found little change in the behavior on
the heater surface observed from the rear side of the transparent
heater depending on the magnitude of the gravity. At the highest
heat fluxes set in the experiments, presumably very close to the
CHFs, the fractions of the heater surface covered by liquid films

rated with the downward-facing orientation. The reduction in th@ere 90 percent and 44—49 percent when the spray volume flux
CHF was about 10 percent, and those in the heat fluxes in the fijas high (3.7>003 m¥(m?-s) and low (1.4X.0"* m¥/(m?s)),

boiling region were 25 percent and 40 percent wiée=283 and

respectively, irrespective as to whether the gravity was reduced,

59, respectively. Just the same as in the water spray cooling, sygfimal or elevated.

heat transfer deterioration observed with the downward-facing(p) Transient experiments and the behavior of rebounded
heater surface is ascribable to no contribution of rebounded dregpplets in differentWe conditions.

lets to the heat removal from the surface. Detailed LDV measure-The cooling characteristics obtained in the transient experi-
ments indicated that the velocity of the rebounded droplets Wasints at a spray volume flux, 404 m¥(m?-s), less than the

0.8-1.3 m/s(Table 2). As a whole, 15-20 percent of impingingyitica| volume fluxD., are presented in Fig. 10. As already de-

droplets rebounded from the heater surface even at relatively hi

ibed, we conducted 0.@, 19, and 2g, experiments in the

We co_nditions We=140); this is much lower _than the COM€-same series of parabolic flights. Since the experimental data at
sponding percentage of rebounded droplets in water sprayin . Were always between those at Og)land 2g,, we compare
This fact is reasonably ascribable to the surface tension of FC-4 ly 29, data with 0.01, data in the figures to emphasize the
being lower than that of water. The most significant effect Qlsract of gravity. We find no appreciable difference in the heat
heater orientation on the spray cooling heat transfer with FC-fgnsfer near the CHF point between the reduced and the elevated

was found in the MHF. WhelVe=59, the reduction in the MHF
for the downward-facing orientation was as large as some 70 p

ravity conditions. On the other hand, we find a significant heat
insfer deterioration in the film boiling region under the reduced

cent, compared to the MHF obtained with the upward-facin@ravity, which exceeds 30 percent of the heat flux undeg, 2

orientation.
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Fig. 9 Relation of CHF and spray volume flux for FC-72 in 1 Je
(open circles represent the data obtained in the previous study
(Sone et al. [11]))
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condition over the major portion of the film boiling region. The
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Fig. 10 Spray cooling characteristics for water with copper
block heater in parabolic flight experiments in low We and D
(Solid circles: 0.01 g., Open circles: 2 g.)
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Fig. 11 Spray cooling characteristics for water with copper
block heater in parabolic flight experiments in high We and D
(Solid circles: 0.01 g., Open circles: 2 g.)

MHF under the reduced gravity also fell down to about 25 percent
of that under 3. The above facts are generally consistent with
the heater orientation dependency of the heat transfer observed ir
the experiments on the ground, and they are ascribed to a variation
of droplets/heater-surface interaction with a change in the surface
superheating, which is discussed below.

In a superheating range not far from the CHF point, liquid
droplets of 50—10Qum in diameter vaporize immediately after
their impingement onto the heater surface. Most of these droplets
neither coalesce each other nor fall into a rebounding motion be-
fore they vaporize away. Thus, it is unlikely that any change in
gravity alters the droplets/heater-surface interaction near the CHF

point as long as the spaying condition is in the low spray volume
flux region. In the film boiling region, on the other hand, droplets
spayed onto the heater surface rebound in a Wecondition;

note thatWe =33 in the experiments of present interest. Thoseig. 13 Observation of FC—72-sprayed heater surface from
droplets possibly keep continual interaction with the heater suear side: (a) 0.01g,; (b) 2 g.
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o ¢ D = 2.25x1074m3/(m2-s) |
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ATsat, K

Fig. 12 Spray cooling characteristics for FC-72 with transpar-
ent heater in parabolic flight experiments

0.01g., Open circles: 2 g,.)
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(Solid circles:

face in the presence of gravity working toward the heater surface.
Such a continual droplets/heater-surface interaction must be lost
with the reduction in gravity.

The spray cooling characteristics at a higher spray volume flux,
3.7x10 3 m¥m?-s), exceeding the critical volume flux are pre-
sented in Fig. 11. Here we find that the CHF under the reduced
gravity is raised above the one undeg2by about 10 percent.
This gravity dependency prevails in the transition boiling region,
but it is lost in the film boiling region. These facts are well con-
sistent with the results of on-the-ground experiments in which the
heater orientation was vari¢d0]. When the spray volume flux is
sufficiently high, droplets having impinged on the heater surface
coalesce each other and form liquid films covering a significant
proportion of the surface even in a superheat range close to the
CHF point. Because of the dimensions of those liquid films far
exceeding those of impinging droplets, the configurations and be-
havior of the films are presumably under the influence of gravity.
If this is the case, the heat transfer in a liquid-film-dominating
region including the CHF point should inevitably be dependent on
gravity. In the film boiling region, droplets sprayed onto the heater
surface split into tiny fragments instead of coalescing each other;
note thatWe>600 in the experiments of the present concern.
Those fragments, or disintegrated droplets, presumably evaporate
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i T T T ' T ] ments, two different heaters, a transparent glass heater for heater
surface observation and a copper block heater for obtaining heat
200 D, m3/(m2-s) We | transfer data in a wide range of wall superheat, were employed.
L ' 4 i The behavior of rebounded droplets in the film boiling region was
o — 2.25x10" 283 studied in detail on the ground with the aid of an LDV. Through-
E A = 2.17x10* 59 | out these experiments, special attention was paid to the two spray
2 . —
= L i parameters—the spray volume flux and the droplet Weber
- ATsub = 31~36.9K number.
c i i In the nucleate boiling region, no particular effect of gravity
100} . was observed with either fluid, though the experiments using wa-
| ) ter on the ground showed that the downward-facing orientation of
the heater surface gave an appreciably higher heat flux than the
- ] upward-facing orientation did at any given wall superheat on the
1 | heater surface. The heat transfer in the nucleate boiling region was
\ P - found to be well correlated asyc(ATg,)™, wherem=1.7-2.0
- L - for water andm=0.5 for FC-72.
0 L L L I | L 1 The relation between the CHF and the spray volume Bluxas
20 40 60 80 found to change ab.,, a critical level ofD, which is about 7
ATsat, K X 10~ 4 m3/(m?.s) for water and aboutX 10 * m%(m?-s) for FC-
Fio. 14 Sorav cooling characteristics for FC-72 with copper 72. The difference in the CHF versisrelation between the low
blgck heatgr ii/] parab?)lic flight experiments (Solid S)F/)r[r)\bols: D region and the higi region bordered by, is considered to

be caused by the difference in the liquid/heater contact behavior
between these regions, i.e., the droplets impinging upon the heater
surface completely vaporize, hardly interacting each other in the
. L . ) low D region, while the droplets integrate into liquid films cover-
away in the vicinity of the heater surface irrespective of the Ievqaﬁg the heater surface in the high region. In the case of low
of gravity. Consequently gravity effect is vanishing in the filmspray volume flux, heater surface is not covered by such liquid
boiling region. film flow, but liquid films cover heater surface entirely in the case
FC-72 of high spray volume flux. Neither gravity nor heater orientation
. . affected the CHFs in the loW region. In the highD region, on
~(a) Steady state experiments and observation from the reajhe other hand, the CHFs were found to be under the influence of
side of the heater o both gravity and heater orientation; the influence of gravity and
Figure 12 compares the heat transfer characteristics for a step@Wter orientation was maintained in the transition boiling region.
state experiment with the transparent heater under reduced angthe most significant influence of gravity and heater orientation
elevated gravity conditions at the same spray volume flux 2.2ppeared in the MHF and the heat transfer in the film boiling
X 10~*m?(m?-s), which is lower than the critical spray volumeregion in low\We conditions,We <80, in which impinging drop-
flux, D, =4X 10" * m¥(m?-s). The range of the experiments wagets did not spread out on the heater surface but rebound from the
limited to the nucleate boiling region below the CHF point. Hergurface. It was found that both in the reduced gravity condition
we hardly recognize any gravity effect on the heat transfer.  and the terrestrial gravity condition in which the heater surface
Figure 13 shows two rear-side views of the heater surface up@as facing downward, the heat transfer at such lwme’'s was
which a heat flux close to the CHF was imposed. Although neonsiderably deteriorated throughout the film boiling region be-
appreciable difference in the heat transfer characteristics was dause of the lack of secondary impingement, on the heater surface,
tected, the fraction of liquid-film covered area on the heater susf rebounded droplets which could otherwise contribute apprecia-
face evaluated from the rear side pictures showed slight variatidfig to the heat transfer.
depending on the gravity level, i.e., 53 percent in the reducedin conventional applications, spray cooling systems are quite
gravity, 60 percent in the normal gravity, and 64 percent in theften operated in the film boiling region. If this is also the case in
elevated gravity. It seems that droplets having impinged on tRpace applications, operations at higte conditions are strongly
heater surface form thin, discrete liquid-films which immediatelyjecommended in view of the results of the present study.
evaporate, rarely causing mutual interaction and thereby experi-
encing little gravity effect.
(b) Transient experiments and the behavior of rebounded*Cknowledgments
droplets in different We conditions The authors would like to express their sincere gratitude to
Figure 14 compares the results of four different transient cod®rof. S. Nishio of University of Tokyo for helpful discussion, and
ing experiments performed at nearly the same volume flux&sthe staff of the Diamond Air Service and Mr. N. Saito of IHI
around 2.2X10 4 m®(m?-s). The parameters of interest here aréor their faithful assistance in the course of the parabolic flight
the gravity level andWe. The heat transfer in the film boilingcampaign. The main part of the present study was financially sup-
region suffers a substantial deterioration with the reduction orted by the Science and Technology Agency, Japan.
gravity whenWe s low (less than 80), but does not whivie is
rather high. These results are consistent with those for water §omenclature
emplified in Fig. 10 We =33) and Fig. 11 Ve =622), and it is » o
believed that the contribution of rebounded droplets yields such Cp = Specific heat of spray liquitkd/kg-K)
difference. d = droplet d|amete(m)
D = spray volume fluxm®(m?.s))
. L = latent heat of evaporatiofkJ/kg)
Concluding Remarks g. = terrestrial value of gravitational acceleratith8 m/$)
A series of spray cooling experiments were carried out, using q = heat flux(kw/m?)
water and FC-72 as the coolants, under a reduced gravity condjoe = critical heat flux(kW/m?)
tion. Corresponding ground-based experiments were also per- v = droplet velocity(m/s)
formed to examine the effect of the heater surface orientation axiT¢,, = wall superheatK)
the spray cooling characteristics. In either class of the expeATg,, = subcooling of spray liquidK)

0.01 g., Open symbols: 2 g,.)
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Predicting the Onset of a
Low-Frequency, Limit-Cycle Type
of Oscillatory Flow Instability in
Multitube Condensing Flow
Systems

A means was developed for extending the predictive capability of the Equivalent Single-
Tube Model (ESTM) to accurately predict the onset of a self-sustained oscillatory flow
instability for a multitube condensing flow system. The model includes the effects of
compressibility, subcooled liquid inertia, and thermal and flow distribution asymmetry.

Previously, liquid inertia, a necessary mechanism for the instability, had not been mod-
eled for a multitube system. Extensive experimental data was obtained for a two-tube
system that verifies not only the predictive capability of the ESTM, but also its accuracy

and its wide range of applicability.[DOI: 10.1115/1.1338132

Keywords: Condensation, Heat Transfer, Instability, Phase Change, Two-Phase

physical mechanisms associated with systems or processes with
o ) multiple and coupled phenomena. Also, consistent with the previ-
Background. The research presented in this paper is assogjus work of the authors, the goal of the research was to keep the
ated with a low-frequency, limit-cycle type of oscillatory con<inal model as “user friendly” as possible, so that parametric
densing flow instability in multitube condensing flow systemssydies could be carried out on typical “spread-sheet” software.
This research is important because large flow oscillations of theThe first step in constructing this rational bridge was the theo-
condensate in multitube systems could substantially affect the pgitical development and experimental verification of an Equiva-
formance, control and safety of these and other associated gy Single-Tube Model(ESTM) [18]. This model demonstrated
tems. To the best knowledge of the authors, there do not appeaf{g feasibility of modeling transient flow surges associated with
be any models in the archival literature predicting the conditiongtitube condensing flow systems. The most salient feature of
under which such an instability might exist fowltitubesystems. he ESTM is its simplicity—being able to accurately describe
The focy_s o_f the present research, therefore, is the developmgplititube condensing phenomena in terms oégaivalentingle-
and verification of such a mode. _ _ tube condensing flow system. At that point in time, however, the
~ Bhatt and Wedekinil] and Bhatt et al[2] studied this type of £gTM was limited to incompressible flow. To further evaluate the
instability for single-tubecondensing flow systems. Given themodel, the predictive capability of the ESTM was extended to
complexity of the physical mechanisms involvedltitubesys-  predict the frequency-response characterigi®4] of multitube
tems, and the fact that most of them are coupled in some waye@hdensing flows systems, again under the conditions when com-
significant step is involved between successfully modeling thisressibility effects are negligible.
instability in asingle-tubecondenser and having the same level of wedekind et al[5] developed the means to further extend the
success when the condensermisltitube. The task is made evenconcept of an ESTM to predict the transient flow surge phenom-
more difficult when thermal and flow distribution asymmetry exenon in multitube condensing flow systems, when compressibility
ists within the tube bundle. In the aforementionsidgle-tube effects are significant. This was a necessary step in understanding
studies, the physical parameters and mechanisms found to behr@w to model compressibility effects for a multitube system, since
sponsible for this particular type of unstable flow behavior init is one of the dominant energy storage mechanisms responsible
cluded condenser heat flux, liquid inertia, upstream and two-phdse the instability under consideration. The effects of thermal and
vapor compressibility, two-phase pressure drop and downstreflaw distribution asymmetry were also considered. These effects
flow resistance. When thermal and flow distribution asymmetificluded the pressure drop and the vapor volume in the two-phase
exists inmultitube systems, each of the tubes would have a difegion—both of which may vary from one tube to another, de-
ferent condensing length, two-phase pressure drop, two-phase ReRding on the magnitude of the asymmetry.
por compressibility and a different amount of liquid inertia. ~ Since the focus of the current paper is a limit-cycle type of flow
Constructing a rational bridge between the single-tube instapistability, a technique was needed for modeling two additional
ity model and a viable multitube model required a sequence BRysical mechanisms for multitude systems—liquid inertia and
planned research studies. These studies were designed to inv&dginfluence of compressibility on the effective point of complete
gate various modeling techniques for describing each of the abdidensation. Neither of these two mechanisms were of signifi-
multitube complexities in such a manner that each technigG@hce in t_h_e earlle_r multitube studies, but both are necessary for
could be validated experimentally. This type of sequential af€ instability to exist.

proach is important when attempting to sort out the complex | N€ research reported in this paper extends the existing ESTM
concept to include the effects of compressibility on the dynamics

Contributed by the Heat Transfer Division for publication in tf@RNAL OF of the effective point of complete condensation in each tube, and

HEAT TRANSFER Manuscript received by the Heat Transfer Division September N€ €ffects of liquid inertia. Liquid inertia involves an appropriate
1999; revision received, June 10, 2000. Associate Editor: P. S. Ayyaswamy. ~ combination of the inertia due to liquid within each individual
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condenser tube and within and downstream of the exit manifolHormulation of Governing Differential Equations
The effective point of complete condensation and the amount of
liquid inertia may also vary significantly from one tube to anothe
depending on the magnitude of thermal and flow distributio

A schematic of a two-tube horizontal condensing flow system is
epicted in Fig. 1. The mass flowrate, heat flux, and cross-
ectional geometry of each channel is allowed to be different;

asymmetry. Such interaction adds considerable complexity to t Swever, the length of the channels is assumed to be the same.
problem. Viscous dissipation, longitudinal heat conduction, and changes in

Other Relevant Research. Certain condensation-induced in-Kinetic energy are considered negligible. The spatially-averaged
stabilities are known to have a dramatic effect during the by-pagat flux for each tube is assumed to be time-invariant. Since
phase of the PWR loss of coolant accidgd7]. They are also thefmodynamlc equmbrlgm is assymed to exist in the two-phase
associated with countercurrefreflux) and cocurrent condensa-€9i0n; all thermodynamic properties are assumed to be saturated

tion inside the steam generator tubes of the PWR, during a smgiPPerties, independent of axial position, and evaluated at the
break (without scram)loss of coolant accider8]. Steam chug- mean (_:onn_jensmg system pressure, which is, howeve_r, a”OW.ed to
ging within the condensation pipes of a pressure suppression s ry with time. The Ioc_al .ﬂOW quality and Iocal_area_v0|d fractlo_n
tem of a BWR[9,10]is also due to condensation-induced instad'c .gllowed to vary within .the two-phase region with both ax!al
bilities. Also, in a study involving a multitube condenser for spac%osmon and time. The region upstream of the two-phase region,
Ih/and upstream of the individual condenser tubes, is assumed to

application[11], substantial pressure drop fluctuations were o e adiabatic and saturated. Also, the inlet flow quality into each

served '”he_aﬁh ofg(\)e conde:ls?rt:]ubes. Somel of tf_\r?]se fLUCtuat'ﬂE\/idual tube is assumed to be unity, and complete condensation
were as high as percent of the mean value. Theretore, SYehqqmed to take place in each condenser tube.

instabilities are expected to play a significant role in the_ operation In the subsequent analysis, the effect of property variations with
of the overall system. Boyer et dl12] observed an oscillatory- ,reqsyre changes is considered negligible. In previous research
type of flow instability in condensing steam in a vertical annulaer], it was important to retain this effect because of the amplifi-
passage. Condensing flqw instabilities are also important in Oc&dtion characteristics of condensing flow systems, where very
thermal energy conversion systems and a host of other appligaye transient flow surges would be accompanied by significant
tions in r(?frlgeratlon, chemical processing and electronic Comperessure Changes in the upstream vapor volume. However, the
nent cooling[13]. purpose of this research is to model 8iability boundary, nothe
To the best knowledge of the authors, the ESTM represents {Retability itself. It will be seen later in this paper that, under

only developed model in the archival literature capable of predidtertain conditions, very large self-sustained oscillations may occur
ing transient phenomena imultitube condensing flow systems. in the outlet liquid flowrate, which are accompanied by significant
The purpose of this paper is to show how the ESTM concept cascillations in the condensing pressure. At sitebility boundary

be extendedo have the capability of predicting the onset of selfhowever, these oscillations are not present and the condensing
sustained oscillatory flow instabilities multitubesystems, and to flow system operates in what is normally referred to as steady-
verify this capability experimentally. state conditions, even though stochastic fluctuations inherent to all
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Fig. 1 Schematic of horizontal two-tube condensing flow system
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two-phase flow systems are still present. In this situation, the caaecuracy for these types of flow problems. Any void fraction-flow
densing pressure remains virtually constant, and in turn, the thguality relationship, however, that is valid over the full range of
modynamic property variations would be negligible. flow qualities would yield similar resultsl4].

Central in the development of the governing equations is the I I
System Mean Void FractioSMVF) Model, which is a one- vVapor Compressibility. The vapor compressibility can be
dimensional, two-fluid, distributed parameietegral modelde- ©Ptained from the transient momentum principlel6]; thus,
scribing the primary physical mechanisms within the two-phase dp’ o dm(t) (L3 d?my o(t)
region, and which incorporates the concept of a non-fluctuating TR I T A UV R TY A (5)
system mean void fractiony. 1,0/ eq

System Mean Void Fraction Model. The SMVF Model, de-  Where

veloped in previous research, is a way of modeling the transient 2k, Ap,
characteristics of the effective point of complete condensation, ki=km=———m; ki=—= (6)
. . . . . A m
n(t). Itis obtained by application of the conservation of mass and PAto
energy principles to the two-phase region. The differential equa- L* L 10 L
tion governing the effective point of complete condensation for a ( ° ) d 4 _22 — %)
representativg™ tube, 7;(t), was developed by Wedekind et al. Atoleq (Ao N71E1 A
[5] and is expressed as
a_p =y, =
d;(t) (h'—h) (h'—h) Li=(L"=m); m=—_m ®)
Te)j " + ()= — Yimi(t) — — Vot vV fq,iP;
0P fa.iPi Although Eg.(5) is similar to what was presented by Wedekind
dp’ et al. [5], the second term on the r.h.s. represents the effect of
+V2¢’1}E' (1) liquid inertia, which was not considered in the above mentioned

research. The effective outlet flow resistance coefficikht, in-
cludes the flow resistances downstream of the condenser tube
bundle and thequivalentesistance of the multitube bundle itself,
including two-phase pressure drdfThe parameterL(5 /A o)eq
p'(h'—h)aA, represents an equivalent liquid inertia length for the condenser
_ (2) tube bundle and is formulated in the following section.

where the condensing flow system time constant forjthéeube,
7¢,j, IS expressed as

TC,j = —
fasP) Equivalent Liquid Inertia Length. A more general expres-
It should be pointed out that the last term in Efj) has in prior sion to that in Eq(7) was first obtained from the inertia term in
research been negligible. In this research, however, the effectsttd momentum principle, and is seen to consist of a downstream
compressibility on the motion of the effective point of completportion and an equivalent value for the multitube condenser
condensationy;(t), is a critical and necessary coupling mechabundle, which in turn involves the liquid inertia length and resis-
nism in successfully modeling the stability boundary. The systetances in the individual condenser tubesus,
mean void fractiong, is defined in terms of the local area void
fraction, a(z,t), and represents the integral form of the mean Lo :[iJr(i) J )
At,o At,j ,
eq e

value theorem; thus, R
1 fﬂ(t) d @) where
a=—— a(z,t)dz. 3
() Jz=0 (i) :E": (&]) [L'— (D] 10)
It had been determined in previous resealth] that, for most Aiileq 171 \kij Ay '

applications, the system mean void fraction is essentially time- . . - .
in?/griant. Physicallz, this requires the redistribution of quui):j anglso’ the equlvalerllt flgw resistance coefficient for the multitube
vapor within the two-phase region to occur at a rate faster thgRndenser bundlec,, is expressefS] as

that of the deterministic flow transient, and is mathematically '

guaranteed by being able to establish a similarity relationship. kéq=—2, (11

This simplification has the effect of uncoupling the conservation n

of mass and energy principleis, the two-phase region, from the |t is reasonable to assume that the flow resistance coefficient in a

transientform of the momentum principle; thus, only tséeady- representativg™ tube, k;; , is approximately the same value as
stateform of the momentum principle is required. For this situag -+ of the entire tube bu

tion. th " id fraction. be obtained by th undlk, , because, with common headers,
flc())IIrgWin% ?%lgdeeT mean void fractiom, can be obtained Dy e y,, pressure drop across any tube and the entire tube bundle is the

same. The ratio of flow resistance coefficients seen in(E@),

- 1 aln(a) between that of the entire bundle and a single representgfive
a=——+—7%; a=(p'lp)?- (4) tube, can therefore be reduced to
(1-a) (1-a)
The time invariance of theystem meawoid fraction doesot (@) = iz (k_,“) ~ iz (12)
preclude transient changes in tloeal area void fraction affecting k{,j n kt,j n

the deterministic flow transient. Time invariance only applies to

the_mean V'alumf the void fraCt'O_n from the point where conden- zrhe inclusion of the two-phase pressure drop in the outlet flow resistance is
sation beginsz=0, to the effective point of complete condensaeescribed in detail in footnote 14 in the paper by Wedekind ef5al.

tion, 7;(t). The particular void fraction model used here is that 3This analysis is analogous to the way electrical circuits are handled. The flow

proposed by Ziv[15]. It was chosen for its simplicity and provenre_sistance coefficient would be analogous to the electrical resistance, inertia_ to elec-

trical inductance, pressure drop to voltage drop and mass flowrate to electrical cur-

JR— rent. Therefore, a multitube condensing flow system would be analogous to parallel

1The System Mean Void Fraction Model is in the same category as that of vetectrical circuits, each consisting of a resistor and an inductor, this parallel system

Karman'’s integral model for describing the viscous effects within a viscous boundarging in series with a resistor and inductor representing the downstream side of the
layer. system.
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Eq. (10) in turn reduces to
13)

where

L/ =[L' = m(®]~[L' = 7]=L] . (14)

The average value of the effective point of complete condensa-

This set of governing differential equations can be combined to
yield n-coupled, second-order differential equations governing the
response of the outlet liquid flowratey, (t), to an inlet vapor
flowrate variationm; ;(t), which, when added together and rear-
ranged result in the following third-order differential equation
governing the outlet liquid flowraten, o(t):

tion, ?] , Obtained from Eq(8), is used to compute the linearized

inertia length for that tubeLJ* . Therefore, the linearized equiva-
lent liquid inertia length for the entire multitube system can be

expressed as

n
Ly 1
S
At,o n j=1

L} B
(A—> [ 49

L
A

If the number of individual condenser tubes in the multitube
bundle,n, is large and/or the length of the subcooled liquid region

in each tubeL;‘ , is small, then the equivalent inertia length is
essentially just the length of the downstream liquid region; thus, where

Lg

m. (16)

i
Ato

€q

This may in fact be true in many industrial applications because,
in part, excessive subcooling of the liquid in each of the condenser
tubes may lead to certain types of instabilities in the multitube

system. Rabas and Minafdl7] point out that, due to the possibil-

n n
d3m, (1)
Ti,sz Te, T %"‘ 2 TeThj T Tis( Tros
j=1 j=1
d?my o(t) dm o(t)
_TZW,S) %"'(Tts_ TZW,S)d—:+mt,o(t)
n
dmt,j(zvt)z:L’
+J21 chjT
n
p dmy;(t)
=m0+ 7)) 2 e [~ (22)
Tow,s=L(p/p") = 1][Vu+Vaulv*Ke (23)

and where the flow distribution parameter,, is defined as

; mt,i,cm:j; My 5(1). (24)

ity of certain instabilities occurring in multitube systems, many The time constant,,, s, defined in Eq(23), represents a two-
condensers are designed to minimize subcooling of the liquid lyay coupling between the outlet liquid flowrate and the effective

minimizing the length of the individual condenser tubes.

Outlet Liquid Flowrate. The differential equation governing
the transient outlet liquid flowraten, ,(t), is similar to what was
presented by Wedekind et &&], but with an additional term due
to the effects of inertia, effects which were not considered in t
prior research; thus,

d?m o(1) dm, o(t)
TisTf,s d;z( Tt,s m(;t( +mt,o(t)
AT AN S Ta P
—(p,)mt,.m (p, 1}121 oy (17)

where the system inertia and compressible flow system time ¢
stants,r; s and ¢ s, are respectively expressed as

1 (L;) 18)
o= =
1,S k; A[’o o
p
Tfs— (?) {Vu,t+V2¢}V* k: (19)
and, where
n
vu,t:vuf})l Vi (20)
=
n n
qus:z:l V2¢,j:§:1 Agjan;. (21)
1= 1=

Equation(17), governing the outlet liquid flowraten, o(t), is
similar to that presented by Wedekind et ], but with the

point of complete condensation, borne from the inclusion of the
influence of compressibility on the effective point of complete

condensation, Eq(l). As mentioned earlier, this influence has

been negligible in prior multitube researf®-5|, but is essential

in the prediction of the stability boundary. Stated another way,

rf“r’eglecting this effect, by dropping the last term in EQ), or 75, s

in Eq. (22), the forthcoming analysis would predict that the insta-
bility in the current research cannot exist under any operating
conditions.

Referring to Eq.(24), the flow distribution parametey; , is
physically defined as the fraction of the total mass flowrate enter-
ing tubej. A flow distribution parametery;=1/n assures flow
distribution symmetry in am-tube system. Also, the sum of the
flow distribution parameters for all of the condenser tubes is unity.

%his is a consequence of its definition and the conservation of

mass principle. The parametgd;, is the product of the heat flux
ratio between a reference tubigsually designated as tube dnd

any tube in the system, and a geometrical ratio between any tube
and the same reference tufiE8]. In general3;=0, and ;=1
signifies thermal/geometrical symmetry of the multitube system.
Although the model does allow for cross-sectional geometrical
variations in the individual tubes, they will not be considered here,
and B; will therefore be considered thermal asymmetrparam-
eter; thus,

Bi=(fqalfq))-

Both the thermal and flow distribution asymmetry parameters,
and g, respectively, are considered system parameters in the clas-
sical sensé5].

Equation(22) cannot, in general, be solved in its present form
because there ar@{ 1) too many unknowns, except for the situ-
ation where thermasymmetryexists. Thermal symmetry would

(25)

addition of the first term, related to inertia effects, which results iresult in the condensing flow system time constant of each indi-
this differential equation being of second order, rather than firgidual condenser tube ; , being the same. Such a solution, how-
order. This equation is seen to be dependent on the effective pamer, would obviously be incapable of providing any insight into
of complete condensation in each tubg(t), Eq. (1), which in the effects of thermal asymmetry. Utilizing the approximation
turn is dependent on the outlet mass flowrate through the meckechnique embodied in the concept of the Equivalent Single-Tube
nism of vapor compressibility, E@5); thus thewo-way coupling Model (ESTM), however, Eq(22) can be simplified considerably.
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Equivalent Single-Tube Model (ESTM). The ESTM is an d3m, o(t) p K*
approximation techniquevhich has been successfully employed ’TiYSTCYSTf'Sd—téJF[ TesTrst Ti,srfvs-k(—,) TC’STi'S< k_*)
in predicting various transient characteristics associated with mul- i
titube two-phase condensing flow systefBsl18]. This approxi- d2m, (1) p K*
mation technique has the effect of reducing the governing differ- —Ti sTow S]—tz" +[ Test Ti st (_/ e S(_:>
ential equation, Eq.22), which contains summations, to an ' ' dt ’ ’ Sk
approximationof Eq. (22) where the summations are eliminated.

- 7'2w,s]

The resulting equation is of the sarftegm as that of a single-tube
condensing flow systeifl]; thus the ternequivalentsingle-tube.
The ESTM incorporates an equivalent single-tube condensing

flow system time constant, 5, which is a weighted average of _ (Pi—Po) (32)
the condensing flow system time constants associated with each k¥

individual tube, 7 ; ; thus,

dmo(t) ks
T+|:l (k—* mtyo(t)

Prediction of the Onset of Flow Instability. It should be
n n noteolt that _}_k;]e pa{ﬁm(?ters appealnn? Ln B]) are _multltubetpa-

_ _ rameters. Thus, the former single-tube governing equation was
TC'S_; Yi TC'J_TCvljZJl YiB;- (26) incapable of predicting the behavior of a multitube system. The
above multitube equation can be non-dimensionalized and, utiliz-
ing Routh’s stability criterion, an expression can be obtained to
predictthe conditions under which the system would be stable, in
terms of several dimensionless numbers, each involving various
system parametefd J; thus,

Utilizing the above approximation, Eq22) can be reduced by
substitutingr, ¢ for every 7. ; and rearranging; thus,

d3mt,o(t) dzm[,o(t)
Ti,sTc,sTf,sT +(7¢,sTr,st TisThs™ Ti,sTow,s) T Ne+Ni=N, (33)
dm (1) where
m,
+(Test Trs™ TZW,S)d—;)+mt,0(t) Tes ( Te s)( p ) k%
Ne=———5=|— || =]l == (34)
dm (i) ¢ (Vye+ Vo) v ke Tis/\ P\ K
=m0+ (plp ) 7o s 27) K7
dt —_0Cs —(b) (35)
I Ly Ti,s
Although the above equation is of the safoem as that for a A
single-tube[1], the physical meaning of the various terms in the Ol eq
equation is considerably different. p\[KE -1 o’
If a flow instability is to occur, oscillations in the inlet vapor Noz{ (—,) i +1| - —) } (36)
flowrate,m, ;(t), must be coupled in some way to the oscillations p i p

in the outlet liquid flowratem o(t). Therefore, the inlet vapor  Both N, andN; are directly proportional to the condensing flow
flowrate needs to be modeled. The pressure drop across the ouf{gtem time constant;. . Thus, an examination of Eq$33)
flow resistance, obtained from the momentum princifle is through(35)indicates that the instability would be most prevalent

given by when 7 ¢ is small, corresponding to the case of high heat flux in
the individual condenser tubes. Also, the role of subcooled liquid
LX)\ dm (1) inertia becomes clear by examining E85). The equivalent in-
p(t) — po=Kkgm; o(t)+ A ) T (28) ertia length for the multitube system, which would mainly be due
.0/ eq to the inertia of the downstream portion of the system, is seen to

be in the denominator. Therefore, a long inertia length would tend
Referring to Fig. 1, there is a corresponding pressure drop acressdestabilize the system. It may well be that the length of the
an inlet resistance where the vapor flowraig,(t), enters the subcooled liquid region downstream of the multitube condenser

system. Neglecting the inertia of the inlet vapor flowrate, bundle cannot be controlled. The amount of compressibility, how-
ever, usually can be. An examination of E§4) reveals that the
pi—p(t)=k*my;(t) (29) dimensionless numbeéX.. is inversely proportional to the vapor

volume and downstream flow resistance. Although the upstream
vapor volume may be beyond the control of the design engineer,
the downstream flow resistance is more readily controlled. In-

creasing the downstream flow resistance would then have the ef-

where

K — K = ki K’ _Api fect of stabilizing the system, but at the expense of pressure drop.
Ly VIR =il (30) The natural frequency of oscillation associated with the above
pv t,i . .
set of equations can also be obtairéd thus,
Adding Egs.(28) and (29), an expression for the total pressure K* p' 12
drop across the entire condensing flow system—(,), is ex- i + —)
pressed as - : P

L*
(Vi Vo) v* ( Atoo)
o) eq

" )15
= — |+ —
*
Solving EQq.(31) for the inlet vapor flowratem, ;(t), and substi- ki P
tuting this expression back into EQ7), a differential equation Again, theform of the above predictions for both the stability
may be obtained governing the transient outlet liquid flowrat®oundary and corresponding natural frequeappearidentical to
m, o(t); thus, that reported by Bhatt and Wedekidd]. It should again be

(Pi—Po) =k my (1) + kg mg o(t) +

L_o) dmo(t)
Ato '

@37

(p/p/)]l/Z

Tt,sTis
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pointed out, however, that the parameters in the above equatioms (0.315 in)and 9.5 mm(0.375 in), respectively. Chilled water
are multitube parameters, parameters that wagg considered in is circulated through the annulus and is counterflow to the incom-
the earlier single-tube study. The former single-tube model, theiigg refrigerant-12 vapor. The outer tube has an inner diameter of
fore, is incapable of predicting the stability characteristicenof-  17.3 mm(0.68 in). The temperature of the chilled water is con-

titube systems. trolled for each tube as is the flowrate, which is measured by
) o variable-area flowmeters. A series of thermocouples are posi-
Experimental Verification tioned at equal spacing intervals axially along each test section

Because of the nature of the ESTM, the equiva|ent Sing|e-tu@@d are used to experimentally locate the pOSitiOﬂ of the effective
condensing flow system time constant being a weighted averdd@int of complete condensation. This experimentally measured
of the condensing flow system time constants associated with e&tfgctive point of complete condensation(t), agreed to within
individual tube, Eq.(26), it seems intuitive that the ESTM ap-10 percent of that predicted by the empirical model of Bhatt and
proximation would improve with an increasing number of tubedNedekind[19], which was used to predict the spatially average
Thus, a two-tube system with significant thermal asymmetry mayndensing heat f|u>¢_,q_
very well represent a worst-case situation for the ESTBA Downstream of the test sections, the liquid refrigerant leaving
Therefore, consistent with previous multitube research, the mulfire condenser tubes combines at the outlet manifold, after which
tube system utilized in the current experimental phase of the fis combined flow passes through a precalibrated variable-orifice
search also consists of two parallel tubes connected to comMpfymeter, which also doubles as the major variable flow resis-

headers. tance controller, into the low-pressure reservoir, maintained at a

Experimental Apparatus and Measurement Techniques. _constar_lt pressure by _circu_lat?ng temperature-regulated (_:old_wa_lter
A schematic of the experimental apparatus is shown in Fig. % the flnne_d-tubes coiled inside the_ shell of the reservair. Liquid
Refrigerant-12 vapor is generated in the high-pressure reserv&ffigerant is pumped back to the high-pressure reservoir through
(vapor generatorby circulating temperature-regulated hot watef small, variable-speed, positive-displacement gear pump. In this
in the finned tubes coiled inside the shell of the reservoir. TH¥ay, the condensing flow experimentation is continuous.
high-pressure vapor first passes through the flow-control module Prior to each test, static calibration of the pressure transducers
essentially consisting of a manually operated throttling valvés carried out with refrigerant-12 vapor at a pressure below the
Both the flow control module and the orifice flowmeter are heates@turation level to ensure that no condensation takes place during
S0 as to prevent any condensation from occurring. Downstreamaafiibration. The transducers are carefully calibrated against a very
the orifice flowmeter, the refrigerant vapor passes through a saccurate digital pressure transducer. A four-channel continuous
perheater(to prevent premature condensaliom variable-area chart recorder documents the voltage output signal traces as a
flowmeter, and then splits into two individual feeder tubes. It thefunction of time for the differential pressure transducer associated
passes through a turbine flowmeter in each feeder tube and finaligh the inlet orifice vapor flowmeter, the output signal for both
through an additional heat exchangere-condenser), which is inlet vapor turbine flowmeters, and the differential pressure trans-
used to adjust the inlet flow quality; , for each condenser. Sight-ducer located across the variable-orifice liquid flowmeter at the
glass sections at the outlet of the pre-condenser are used to Vigystem outlet.
ally confirm the existence or non-existence of liquid prior to en-
tering the condenser test sections. Measurement Uncertainties. Uncertainties in differential

The test sections are horizontal, copper, concentric-tube cqiiessure measurements were less th@n138 kPa(+0.02 psi)
densers approximately 5 meters long, where the inner tubes hesgause, prior to every test, all pressure transducers were cali-
single, uninterrupted tubes with inner and outer diameters of &®Pated against the above mentioned digital pressure transducer

manifold

L . test section; tube 2 sigh't glass
{ VIRVIRVIRVIRVIRVIEVIRVIRVARY) % section(s)
[A) = — ] ’:@='7\"-°7

4

' = — v,

¥ ANANANANANANANANEANEA) !

pressure test section; tube 1 pre-condenser I
- -4

transducer(s)é

volume

4 variable vapor .
j variable-length vapor rotameter (P

[}
1
% !
liquid R Ty D mm R it 2 e
refrigerant e ! superheater . flowmeter(s)
35 ' ; variable
—t—t ! pressure
———1 variable-orifice vapor | pressure
- flowmeter refrigerant r@' - gauge(s)
1
[} 1@---8— -
: orifice |' solenoid 1
ball valve(s) \ flowmeter % 1 valve |
i process
L-'—r 'l—/?‘_'l- @ =1--O-—+ water
low pressure \/ thermocouple(s) L J o -
reservoir 'm' liquid
bypass
regulating
I—I . valve(s)
@ &
filter/dryer gear pump high pressure
reservotr
Fig. 2 Schematic of experimental apparatus; two-tube condensing flow system
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Outlet Liquid
Flowrate, my(t), g/s

Time, t; sec

Fig. 3 Experimentally measured transient outlet liquid flowrate demonstrating the growth of a self-sustained limit-
cycle type oscillatory flow instability in a two-tube condensing flow system

(Mensor model 14000 digital pressure gaygehose accuracy and vapor turbine type flowmeters, which had an accuracy »f
was better thar=0.069 kP&(+0.01 psi). Uncertainties in absolutepercent of flow.

pressure measurements weré.38 Pa(*+0.2 psig). Temperature  Special measurements were carried out to calibrate the orifice
measurement uncertainties wetd).42°C (£0.75°F). The stan- vapor flowmeter at the system inlet, and the variable-orifice liquid
dards that were used for flow measurement calibration were liquldwmeter at the system outlet. The calibration curve for the inlet

Outlet Liquid
Flowrate, m,(t), g/s

Time, t; sec

Fig. 4 Experimentally measured transient outlet liquid flowrate demonstrating the decay and growth of a self-sustained
limit-cycle oscillatory flow instability in a two-tube condensing flow system
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1.0 0.7
k*o/k*i = 4_28)(10'4 o two-tube; long length o two-tube; long incrtia length
o two-tube; moderate length 0.6 o two-tube; moderate inertia length
08 A two-tube; short length A two-tube; short inertia length AA
4 One-tube’ long length E 0.5 @ one-tube; long inertia length .
m one-tube; moderate length R )
R one-tube; short length L:: @ one-tube; moderate inertia length a
06 | Predicted by ESTM é 04 | & one-tube; short inertia length o A
=
51 [=a -
z Stable g, A -
0.4 L k*/k* =4.71x10° Domain T op*
2
Unstable B o2l o
. =%
0.2 Domain
0.1 ¢ Note: Experimental
Note: Experimental parameters ote: Experimental parameters
& 45° i
0.0 in Table 1 “l‘ 0.0 in Table 2
. g 1 . I I 1 1 1 |
0.0 0.2 0.4 0.6 0.8 1.0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Measured Frequency, £, Hz
N;
Fig. 6 Comparison between experimentally measured fre-
quency of oscillation of the self-sustained limit-cycle type flow

instability and that predicted by the ESTM

Fig. 5 Comparison of experimentally measured stability
boundary of a self-sustained limit-cycle type oscillatory flow
instability and boundary predicted by the ESTM

state tests, the outlet variable-orifice liquid flowmeter agreed with
orifice vapor flowmeter was accurate to withirb percent of the the inlet orifice vapor flowmeter to withit7 percent, again af-
flowrate, whereas the outlet variable-orifice liquid flowmeter hafirming the quality of the flow calibration process.
a slightly higher uncertainty of-7—8 percent. However, steady- The major uncertainty associated with the flow instability, how-
state tests showed that the inlet orifice vapor flowmeter measueagbr, is not due to the aforementioned measurement uncertainty,
the flowrate to within 3 percent of that measured by the combinddit rather is in the experimental determination of the stability
vapor turbine flowmeters in the two feeder tubes for a wide rangg@undary. The criterion for determining this boundary involved
of flowrates and flow distribution asymmetries. In fact, the vapdhe observation of a degree of the inherent randomness in the
turbine flowmeter traces were recorded continuously during eveoytlet liquid flowrate,m, ,(t). Although some subjectivity in this
test run along with the orifice flowmeter, in part to continuouslygletermination is unavoidable, great care was taken to apply the
monitor the flow distribution, and in part as a redundant flowriterion consistently throughout the experimentation. In many
measurement device for the orifice vapor flowmeter. For steadyases, although the outlet liquid flowrate appeared mostly random,

75

EEEAN EEEEE P R R R |
> Increased _ 1.l
Vapor Volume

60

45

Outlet Liquid
Flowrate, my(t), g/s

Time, t; sec

Fig. 7 Experimentally measured instability in a two-tube condensing flow system demonstrating the influence of vapor
volume on frequency of oscillation
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Table 1 Physical properties and parameters for stability boundary

data pressure | density | SMVF | heat flux | mass |thermalf flow | =, V., Vi | Vel k" [Re*k™| 1es Tge Ly |@*JAL)| %ie N, N Ny

point p ratio for flowrate | asym |} asym [N-s | x10° equiv.
designation | LkN/m'} | p/p | [ ] | kW] | {g5) B2 N {s} | lem’] jlem’]||em’]|/emkgli ] st | Is) | fm) | [0/em} | s} | 01 ] £) ] [)
2u-818-3 | 639.83 | 3587 | 0.835( 17.02 461 T.00 | 0.50 | 0.497 | 314.73 | 31.26 | 31.26| 0.408 | 4.28 | 0.497 | 0.129] 0.84 546 0.003 [ 0.059 | 0.859 | 0.957
2u-818-5 | 637.28 | 3604 | 0.835 | 16.78 7.1 1.00 | 0.50 { 0.503 | 314.73 | 49.05 | 45.051 27.309{ 21.85 | 0.503 | 0.395| 6.73 1676 | 0.003 | 0.100 | 0.819 | 0.89%
2u-911-1 | 60839 | 37.89 | 0.839 | 15.89 4.38 1.00 | 0.50 { 0.513 | 314.73 | 32.21 3221} 289531 13.62 | 0.513 | 0.419| 6.73 1716 | 0.003 | 0.063 | 0.864 | 0.925
2u-811-2 | 609.77 | 37.80 | 0.839 15.95 4.46 1.00 § 0.50 | 0.512 | 314.73 | 32.05}32.05} 20.185] 9.83 | 0.512]| 0292} 3.70 1112 0.002 | 0.065 | 0.930 | 0.938
2u-911-3 | 600.12 | 3846 | 0.840 [ 15.52 4.38 1.00 | 0.50 | 0.519 | 314.73 | 33.06} 33.06| 10.412{ 4.85 | 0.519]0.153| 0.84 542 0.002 | 0.063 } 0.998 | 0.957
2u-911-7 | 607.01 | 37.99 | 0.839 | 15.83 4.38 1.00 | 0.50 | 0.514 | 314.73 | 32.37132.37] 16.532 | 38.17 | 0.514{0.241| 6.73 1716 _{ 0.004 | 0.309 { 0.496 | 0.847
2u-911-8 | 600.12 | 3846 | 0.840 [ 1554 3.93 1.00 { 0.50 | 0.519 | 314.73 | 29.59{20.59 7.398 | 37.01 | 0.519]0.107| 6.73 1722 1 0.010 | 0.589 1 0.221 | 0.849
2u-9119 | 582.19 | 39.74 | 0.842 | 14.86 4.38 1.00 | 0.50 | 0.530 | 314.73 [ 34.82 [34.82 15.527] 3846 | 0.530 ] 0.237| 6.73 1710 | 0.005 | 0.342 1 0.481 | 0.842
2u-916-1 | 580.81 [ 39.84 | 0.842 | 14.80 4.31 1.00 | 0.50 | 0.531 ; 314.73 | 34.92|34.99]| 17.171] 33.86 | 0.531 ] 0.264| 6.73 1710 | 0.004 | 0.272 | 0.535 | 0.856
209162 | 580.81 | 39.84 | 0.842  14.85 4.16 1.00 | 0.50 | 0.529 | 31473 | 32993299 13.974| 41.75 | 0.529 ] 0.212| 6.73 1714 ] 0.005 | 0.415] 0.430 | 0.832
2u-916-3 | 580.81 | 39.84 | 0.841 14.94 4.99 1.00 | 0.50 | 0.526 | 314.73 | 39.62 [ 39.62| 11.600| 42.14 | 0.526 | 0.180| 6.73 1699 | 0.006 | 0.491 | 0.359 | 0.831
2u-916-4 | 596.67 | 38.70 | 0.840 [ 1580 4.38 1.00 | 0.50 | 0.508 | 314.73 | 32.54 | 32.54] 21.738 | 38.95 | 0.508 | 0.321] 6.73 1716 ] 0.003 | 0.238 | 0.643 | 0.843
2u-916-5 | 591.84 | 39.04 | 0.841 15.56 484 1.00 | 0.50 | 0.513 | 314.73 | 36.64 [ 36.64 23.930| 33.13 | 0.513|0.362| 6.73 1706 | 0.003 | 0.183 | 0.720 | 0.860
2u-916-6 | 587.71 | 39.34 | 0.841 15.30 431 1.00 | 0.50 | 0.518 | 314.73 | 33.19 [ 33.19| 18.815| 1637 | 0.518 | 0.284] 3.70 1110 | 0.003 | 0.118 ] 0.831 | 0.914
2u-918-1 | 57352 | 40.36 | 0.843 6.88 3.55 044 | 035 | 1.133 | 314.73 | 42.1834.99] 20916| 7.28 10.720 ] 0.328] 6.73 1701 | 0.004 | 0.064 | 0.885 | 0.946
2u-918-2 | 580.81 | 39.84 | 0.842 719 597 046 | 0.34 | 1.090 | 31473 | 67.03|59.02| 19.546]| 1220 | 0.703 | 0.325} 6.73 1644 0.004 | 0.105| 0.837 | 0.929
2u-918-3 | 580.81 | 39.84 | 0.842 7.46 3.55 047 | 035 | 1.053 | 31473 | 38.75| 18.15] 20.368 | 10.41 { 0.687 | 0.306} 6.73 1725 | 0.004 | 0.093 | 0.810| 0.935
2u-9184 | 580.81 | 39.84 | 0.842 7.36 5.75 047 | 034 | 1.068 | 314731 63.11|56.24] 18.084| 1669 | 0.694 | 0.297} 6.73 1652 | 0.004 [ 0.155 ] 0.760 { 0.913
2u-918-5 | 578.74 | 40.00 | 0.842 7.46 333 0.47 | 0.35 | 1.051 | 314.73{ 36.62 | 32.70| 20.550| 14.56 | 0.687 | 0.316] 6.73 1711 | 0.004 { 0.127 | 0.826 | 0.520
2u-918-6 | 580.81 | 39.84 | 0.842 7.39 522 046 | 0.34 | 1.064 | 314.73 | 83.71 | 3891} 17.810| 1992 | 0.688 | 0.294] 6.73 1648 | 0.004 | 0.185] 0.745 | 0.501
2u-923-2 | 573.99 | 4035 | 0.843 14.54 3.93 1.00 | 0.50 § 0.536 | 625.38 | 31.88 | 31.88} 30.049] 11.10 | 0.536 | 0.674]1 6.73 1717 0.002 ] 0.036 | 0.9371 0.932
2u-923-3 | 564.33 | 41.10 | 0.844 | 1416 3.78 1.00 | 0.50 | 0.543 [ 1197.62] 31.88 1 31.88} 28.131| 994 | 0.543|1.015] 6.73 1717 | 0.003 {0.022 | 0.889 | 0.936
1u-9114 | 608.39 | 37.89 | 0.839 ]| 1593 3.48 n/a | n/a | 0.511 | 486.08 | 51.17| n/a | 38.087| 1326 | 0.511 | 0419} 6.73 2003 | 0.002 | 0.061 | 0.972| 0.926
1y-911-5 | 607.01 | 37.99 | 0.839] 1587 3.48 n/a_| n/a | 0.512 | 486.08 ] 51.67| n/a | 20.459] 752 |0.512]|0.226] 3.70 1396 ] 0.003 | 0.065 | 0.752 | 0.946
1u-911-6 | 607.01 | 37.99 | 0.839] 1587 3.48 n/a n/a | 0.512 | 486.08 | 51.67] n/a | 15801 58 | 0512[0.175] 0384 829 0.002 [ 0.065 | 0.980 | 0.952
1u-925-1 568.13 | 40.80 | 0.843 15.00 333 n/a n/a { 0.516 | 486.08 | 5297 n/a | 36.443| 1450 | 0.516 | 0.433{ 6.73 1995 0.002 | 0.070 | 0.941 | 0.920
1u-925-2 | 568.13 | 40.80 | 0.843 ] 15.01 3.18 n/a_| n/a | 0.515 | 486.08 ] 50.52] n/a | 35.712| 1593 | 0.515 | 0.422] 6.73 2007 1 0.002 | 0.079 | 0.916 } 0.914
1u-925-3 | 568.13 | 40.80 | 0.843 | 15.07 2.65 n/a | n/a | 0.513 | 486.08 | 41.53| n/a | 37.447| 2244 | 0.513 | 0436 6.73 2049 | 0.002 | 0.108 | 0.939 | 0.892
1u-925-4 | 568.13 | 4080 | 0.843 | 1497 3.55 nfa | n/a | 0.516 | 486.08 [ 56.24 | n/a | 31.419| 36.81 | 0.516]0.376| 6.73 1980 | 0.003 | 0.206 | 0.820 | 0.845
1u-925-5 | 568.13 | 40.80 | 0.843 | 1499 3.40 n/a_| n/a | 0.516 | 486.08 | 53.74 | n/a | 29.501} 39.26 | 0.516}0.351| 6.73 1992 | 0.003 { 0.235 | 0.764 | 0.837
1u-925-6 | 575.02 | 40.80 | 0.843 1533 325 n/a n/a | 0.509 | 486.08 | 50.68 | n/a | 24.843} 43.78 | 0.509 | 0.290] 6.73 2006 0.003 | 0.309 | 0.630 | 0.826
1u-925-7 | 575.02 | 4080 | 0.843 | 1533 3.25 n/a | n/a | 0.509 | 486.08 [ 50.68 [ n/a |21.829| 47.13 | 0.509 | 0.255] 6.73 2006 | 0.004 {0.379 | 0.553 ] 0.816
1u-925-8 | 575.02 | 40.80 | 0.843 | 15.40 2.65 n/a | n/a | 0.507 | 486.08 [ 40.55| n/a | 9.316 | 35.60 | 0.507 | 0.106} 6.73 2054 | 0.010 ] 0.683 | 0.229 | 0.850

Two-tube system Both systems
A\ Vi X; d
[em’} [em’]) [1 [om]
148.46 148.46 1 0.80

intermittent growth and decay of the flow oscillation wasnce of the inherent stochastic fluctuations. Figure 4 depicts the
observed Therefore, the criterion for determining whether or nostabilization of the flowrate from an initial unstable behavior. In
the system was stable was that the outlet liquid flowrate consistiéis condition, measurements were taken and used to determine
of mostly random fluctuations and furthermore showed no potetire parameters, and in turn the dimensionless numidersN,,

tial for even intermittent flow oscillation growth. Thus, the maxiandN,,, which locate the position of the data point on the stability
mum uncertainty associated with experimentally determining thgot. The transient decay of the oscillations and the reappearance
stability boundary is approximately 15 percent. of the inherent fluctuations was faster than that of the growth
cycle, which was depicted in Fig. 3. The amplitude of the oscil-

perimental procedure that was followed for experimentally verl@tions in Figs. 3 and 4 is very large, as much as 12 times the
fying the stability criterion, predicted by the ESTM, consisted dfi€an flowrate. As can be seen, significant flow reversals exist.
initially establishing obtainable operating conditions that represeht® System could beestabilized, as seen in Fig. 4, by adjusting
a suitable point well within thenstabledomain. An instability in (1€ One or more system parameters, initially changed to stabilize
the outlet liquid flowrate was indicated by an initial growth in théhe system, back to their original values. )
amplitude of the inherent stochastic flow fluctuations, which N Figs. 3 and 4, the magnitude of the inherent stochastic fluc-
would subsequently become fully-developed oscillations of fixd§ations appears to be large. The variable orifice flowmeter that
amplitude. The final stage is a self-sustained, limit-cycle type #i€asures the transient outlet liquid flowratg,,(t), is also used
flow instability. Figure 3 depicts a typical strip-chart trace of th@S the major control mechanism of flow resistance. In the above
outlet liquid flowrate,m, ,(t), and shows the inherent stochastidigures, to initiate a flow instability, or to terminate an existing
fluctuations, the growth and eventual limit-cycle type of behaviotstability, the outlet flow resistance had to be decreased, or in-
A subsequent means of stabilizing the system was achieveddgased, respectively. By changing the flow resistance, however,
varying one or more system parameters seen in B48through the value of the calibration constant for the variable orifice flow-
(36), such as the heat flux, the mean system flowrate, or the outi@ter also changes. Therefore, in Figs. 3 and 4, what is referred to
flow resistance. Although several other parameters could Be the stable condition, where the inherent stochastic fluctuations
changed to stabilize or destabilize the system, changing the outiee present, the actual flowrates are somewhat less in magnitude
flow resistance or the total mean flowrate were the most conwan the scale depicts.
nient in most instances. Systestability is indicated by a decay in  The experimental data indicating the onset of unstable flow are
the amplitude of the oscillations in the flowrate and the reappeahown by the data points in Fig. 5. The data include many differ-
ent flow conditions and configurations, such as two-tube data with
4t is noteworthy to point out that the intermittent flow oscillations observedyarying degrees of thermal and flow distribution asymmetry; both
when the system was near the stability boundary, is conceptually similar to turbulgg@nfigurations being run with different vapor volumes and inertia
L S s s e B, Suerimosedon s raph s h ity crenon, e
i licted by the ESTM, Eq(33), which is shown by the solid

flow, but closer to the laminar boundary, the laminar flow is still unstable and ge - )
erates intermittent “bursts” of turbulent fluctuatiofi20]. straight lines that represent the boundary between the stable and

Experimental Verification of Stability Criterion. The ex-

Journal of Heat Transfer APRIL 2001, Vol. 123 / 327

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Physical properties and parameters for frequency of oscillation

data pressure | density | SMVF| heat flux | mass |thermal| flow | =, Vo | Voo | Ve | ko* [K*k*)| tes | e L |@*JAW)| Tis f

point p ratio o flowrate | asym [ asym [N-s | xt0® equiv.
designation | N/} | o0 | 1) | oW [ (s | B | m | s | lem’] [ {em®T |l fem®ke)] (7 | sl | 19 | ) | memd | 1 | (2
21-818-3 639.83 3587 | 0.835 17.02 461 1.00 | 050 | 0.497 | 314.73 | 31.26 | 31.26| 9.408 4.28 0497 10.129} 0.844 546 0.003 | 0.586
2f-818-5 637.28 | 36.04 | 0.835 16.78 7.11 1.00 | 0.50 | 0.503 | 314.73 | 49.05 [45.05] 27.309 | 21.85 | 0.503 [ 0.395} 6.730 1676 0.003 | 0336
2£911-1 | 60839 | 3789 [0839| 1589 | 438 | 100 [ 050 | 0513 | 31473 3221 |32.21] 28953 | 13.62 | 0513 | 0419 6730 | 1716 | 0.003 | 0327
26511-2 | 609.77 | 37.80 | 0.839 | 1595 | 446 | 1.00 | 0.50 | 0.512 | 314.73 | 32.05 | 32.05] 20.185 | 9.83 | 0.512 | 0.292] 3.696 | 1112 | 0.002 | 0.404
269113 | 60012 | 3846 [0840| 1552 | 438 | 1.00 [ 050 | 0519 | 31473 | 33.06 | 33.06] 10412 485 | 0519|0153 | 0844 | 542 | 0.002 | 0568
2{-911-7 607.01 37.99 1 0.839 15.83 438 1.00 | 050 { 0.514 | 314.73 ] 32.37|32.37} 16.532 | 38.17 | 0.514 | 0.241 | 6.730 1716 0.004 | 0.341
26916-1 | 58081 | 39.84 | 0.842 | 1480 | 431 | 1.00 | 0.50 | 0.531 | 314.73 | 34.92 | 34.99 | 21.738 | 38.95 | 0.531 | 0321 6.730 | 1710 | 0.003 | 0.339
21-916-5 591.84 | 39.04 | 0.841 15.56 4.84 1.00 | 050 | 0.513 | 314.73 1 36.64 | 36.64| 23.930 | 33.13 | 0.513 [ 0.362| 6.730 1706 0.003 | 0333
2£-916-6 587.71 39.34 | 0.841 15.30 4.31 100 | 0501 0.518 | 314.73 | 33.19]33.19] 18.815| 16.37 | 0.518 | 0.284 | 3.696 1110 0.003 | 0.402
2£-918-1 573.92 | 40.36 | 0.843 6.88 3.55 044 | 035 | 1.133 | 314.73 | 42,18 {34.99| 20916 | 7.28 0.720 [ 0.328| 6.730 1701 0.004 | 0313
2f-918-2 580.81 39.84 | 0.842 7.19 597 046 | 034 | 1.050 | 314.73 | 67.03 | 59.02 | 19.546 | 12.20 | 0.703 | 0.325| 6.730 1644 0.004 | 0312
26918-3 | 58081 | 3984 | 0842] 746 355 | 047 | 035 1.053 | 314.73 | 38.75 | 18.15| 20.368 | 10.41 | 0.687 [ 0.306] 6.730 | 1725 [ 0.004 | 0319
2f-918-4 580.81 3984 | 0.842 736 5.75 047 | 034 | 1.068 | 314.73 | 63.11 | 56.24 | 18.084 | 16.70 | 0.694 { 0.297| 6.730 1652 0.004 | 0315
2£-918-5 578.74 | 40.00 | 0.842 7.46 3.33 047 | 035 | 1.051 | 314.73 | 36.62 [ 32.70| 20.550 | 14.56 | 0.687 | 0.316| 6.730 1711 0.004 1 0.319
2£-923-1 578.74 | 40.00 | 0.842 7.46 3.33 0.47 | 035 | 1.051 | 314.73 | 36.62 | 32.70| 7.946 3.05 0.687 1 0.228 | 6.730 1711 0.009 { 0.229
2£-923-2 57399 | 40.35 | 0.843 14.54 393 100 | 050 | 0.536 | 625.38 | 31.88 |31.88| 30.049| 11.10 | 0.536 | 0.674] 6.730 1717 0.002 | 0.262
279233 | 564.33 | 41.10 | 0844 | 1416 | 378 | 1.00 | 050 | 0.543 |1197.62| 31.88 [31.88] 28.131| 994 | 0543 | 1.015| 6730 | 1717 | 0.003 | 0206
2£.923-4 564.33 | 41.10 | 0.844 14.15 3.86 1.00 | 0.50 | 0,543 }1197.62] 32.05|32.05| 7.855 293 0.543 1 0.283 | 3.696 1113 0.006 | 0.253
2£-923-5 571.23 | 40.56 | 0.843 14.59 3.70 1.00 | 0.50 | 0.532 | 625.38 | 30.25 [30.25| 7.307 272 0.532 ] 0.164| 3.696 1117 0.007 | 0.319
2£923-6 571.23 40.56 | 0.843 14.59 3.86 1.00 | 050 | 0.532 ] 886.97 | 31.06 1 31.06| 7.581 2.85 0532 10217 3.696 1115 0.006 | 0.284
279237 | 57047 | 4062 | 0843 | 1450 | 386 | 1.00 | 0.50 | 0.535 | 886.97 | 31.23 {31.23] 4.567 | 1.78 | 0535 | 0.131| 0844 | 547 | 0.005 { 0.404
3£533-8 | 57123 | 40.56 | 0843 | 1454 | 386 | 1.00 | 0.50 | 0.534 | 62538 | 31.23 |31.23| 8494 | 322 | 0.534 |0.192| 0844 | 547 | 0.003 | 0436
2£.923-9 567.78 | 40.83 | 0.843 14.42 3.86 1.00 | 0.50 | 0.536 |1197.62| 31.56 [31.56| 4.749 1.76 0.536 1 0.170| 0.844 547 0.005 | 0.361
1£911-4 608.39 | 37.89 | 0.839 15.93 348 n/a n/a | 0.511 | 486.08 | 51.17 | n/a | 38.087| 13.26 | 0.511 | 0.419| 6.730 2003 0.002 | 0.347
1£911-5 | 60701 | 37.99 | 0839 | 1587 | 348 | n/a | n/a | 0512 | 486.08 | 51.67 | n/a | 20455 7.52 | 0.512| 023 | 3.696 | 1396 | 0.003 | 0.411
149116 | 60701 | 3799 | 0839 | 1587 | 348 | na | wa | 0512 486.08|5167] wa |15801] 582 0512|018 | 0844 | 829 | 0.002 | 0532
1£.923-10 | 574.68 | 4030 {0843} 1438 | 325 | wa | na | 0542 |1346.08| 5363 | wa | 14614] 460 | 0542 0467 6730 | 1992 | 0.006 | 0202
1£923-11 582.95 3969 | 0.842 15.01 325 n/a n/a | 0.525 |1035.43| 51.34 | n/a | 13.792| 4.35 0.525 1 0337} 6.730 2003 0.006 | 0.230
1£923-12 | 578.81 3999 | 0.842 14.80 333 n/a n/a | 0.530 | 773.83 | 52.81 | n/a | 14.431 458 0.530 | 0.270| 6.730 1996 0.006 | 0.263
1£923-13 | 58019 | 3985 Los42 | 1465 | 325 | wa | na [ 0536]773.83] 5265] na 14248 449 | 0536 [0265] 3696 | 1393 | 0.004 | 0315
1£923-14 | 60839 | 37.89 | 0.839 | 1593 | 348 | n/a | n/a | 0511 |1035.43| 51.17 | n/a | 14.066| 490 | 0511 |0327] 3606 | 1399 | 0.004 | 0.282
1£923-15 | 567.78 | 40.83 | 0.843 14.27 325 n/a n/a | 0.541 {1346.08| 5428 | n/a |25.209| 7.96 0.541 | 0.814} 3.696 1385 0.002 | 0.242
1£-923-16 | 56433 41.10 | 0.844 14.14 333 n/a n/a | 0544 1 773.83 | 5543 | n/a | 12.970| 4.04 0.544 | 0248} 0.844 812 0.003 | 0411
1£923-17 | 564.33 | 41.10 | 0.843 | 1415 | 325 | wa | wa | 0.544 |103543| 5461 | na | 12.513| 395 | 0544 |0316] 0844 | 817 ] 0.003 | 0353
1£-923-18 571.23 40.56 | 0.843 14.49 325 n/a n/a | 0.536 |1346.08| 53.14 | n/a [ 11.965| 3.78 | 0.536 | 0.383 | 0.844 823 0.003 | 0312
1£925-1 | 568.13 | 40.80 | 0843 | 1500 | 333 | wa | na | 0516 ] 486.08 | 5297] nia |36.443] 1450 | 0516 ] 043 | 6730 | 1995 | 0.002 | 0336
1£-925-2 568.13 | 40.80 | 0.843 15.01 318 nfa n/a | 0515 | 486.08 | 50.52 § n/a | 35.712| 1593 | 0515 ] 042 | 6.730 2007 0.002 | 0337
189253 | 568.13 | 4080 | 0843 | 1507 | 265 | wa | na | 0513 |486.08 [ 41.53 | wa |37.447| 2244 | 0513 | 044 | 6730 | 2049 | 0.002 | 0341
1-925-4 568.13 | 40.80 | 0.843 14.97 355 n/a n/a | 0.516 | 486.08 | 56.24 | n/a | 31.419| 36.81 | 0.516 | 0.38 | 6.730 1980 0.003 | 0351
169256 | 57502 | 40.80 | 0.843 | 1533 | 325 | wa | na | 0.500 | 486.08 | 50.68 | n/a | 24.843 | 43.78 | 0.500 | 0.20 | 6.730 | 2006 | 0.003 | 0357
109257 | 57502 | 4080 | 0843 1533 | 325 | wa | wa | 0509] 486.08 | 50.68| n/a | 21.829| 47.13 | 0509 | 026 | 6730 | 2006 .| 0.004 | 0359

Two-tube system Both systems
VM V.Lz X; d
[em’] [cm’} [l [cm]
148.46 148.46 1 0.80

unstable domaindThe intercept on the abscissa and ordinate i(87), and the experimentally measured frequency, is quite good,
Fig. 5 is the dimensionless numh¥y, Eq.(36). The two parallel and covers as wide a range as was possible with the existing
lines depicted in Fig. 5 represent tlextremesof the predicted experimental apparatus, 8s3<0.7 Hz.
stability boundary forll of the experimental data presented, due The range of natural frequencies presented was made possible
to variations in the outlet-to-inlet flow resistancek; (k). by changes in the upstream vapor volume and inertia length. As
A comparison of the experimental data with the theoretical staan be seen in the schematic of the experimental apparatus in Fig.
bility boundary predicted by the ESTM indicates a high degree of a variable vapor volume in the upstream portion of the appara-
agreement, especially in light of the uncertainty in pinpointing thg;s allowed for the total upstream vapor volumé,, to be
exact location at which the system stabilizes or destabilizes. Tr@iﬁanged readily. The variable vapor volume was heated so as to
degree of agreement is even more significant when consideratjgyent condensation from occurring within the added volume.
is given to the complexity of the many different physical mechasjg re 7 depicts the experimentally measured flow instability

nisms involved, and the simplicity of the ESTM, complete with it%vhen a sudden increase in upstream vapor volume is made. This
increased vapor volume caused a sudden decrease in the natural

ability to accurately predict the effects of thermal and flow distri-
frequency of oscillation. After the system was allowed to operate

bution asymmetry for anultitubesystem.

Experimental Verification of Natural Frequency. The ex- in this mode for some time, the additional variable vapor volume
perimental data, shown in Fig. 6, represent the natural frequeneggs then isolated from the apparatus, and the previous oscillation
of the self-sustained limit-cycle oscillations. The degree of agregequency was regained very quickly. The difference in the natural
ment between the natural frequency, predicted by the ESTM, Bfequency between the two unstable conditions is quite
- apparent.

51t should be pointed out that a favorable feature of the present ESTM is that the As can be seen in Fig. 6. the ESTM predicted slightly lower
stability boundary is valid for any number of tubes in the condensing flow system, as . ’ .

tural frequencies than what was measured experimentally.

is indicated in Fig. 5 by being able to display both two-tube and single-tube datf . "
together on the same plot. However, the correspondence between the predictive capability of
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the ESTM and direct experimental data is again quite good, espeV,, = togal two-phase vapor volume in multitube system,

cially considering the physical complexity involved, and the mod- m
el's simplicity. X; = quality of flow entering at the system inlet

z = axial position coordinate from beginning of conden-
Summary and Conclusions sation process, m

The research presented in this paper is a theoretical and exp&rieek Symbols
mental investigation of a low-frequency, self-sustained, limity(zt) = local area mean void fraction
cycle type of oscillatory instability in the outlet condensate flow- = 4 = system mean void fraction

rate. The oscillations are of large amplitude and may include flow = thermal asymmetry parameter
reversals. This instability normally exists under conditions of high Ap = pressure prop, N/
heat ﬂux_and low 0L_1tlet flow resistance. _ _ _ v = flow distribution asymmetry parameter

The primary physical parameters responsible for this particular y* = vapor compressibility coefficientp’/dp, kg/m-kN
type of unstable behavior include the condenser heat flux, down- 7 = mean position of effective point of complete conden-
stream inertia of the subcooled liquid, compressibility in the up- sation, m

stream vapor volume, and flow resistance; with the liquid-to-, (+) — position of effective point of complete condensation
vapor density ratio being the primary physical parameter in j tube, m

responsible for the amplitude of the oscillations. A means was p = density of saturated liquid, kgfn

developed for extending the Equivalent Single-Tube Model r.. = effective condensin ;
. ) s = g flow system time constant for
(ESTM), based on the System Mean Void Fracti@MWVF) ©s entire multitube system, s

Model, to predict the stability boundary for a multitube system. 7. = effective compressible flow system time constant for
This predictive capability was verified experimentally for a two- s entire multitube system, s
tube system, which may well be a worst-case situation for the _  _ .¢active inertia time co,nstant for entire multitube
accuracy of the ESTM. The corresponding natural frequency of "* system, s
oscillation also compare.d favorably with the experimental dgtq.TZWS — effective two-way coupling time constant for entire
The upstream compressible vapor volume and downstream liquid=™ multitube system, s
inertia appear to be the dominant energy-storage mechanisms re-,  — natural frequency’ 1s
sponsible for this unstable behavior. " '

The experimental data presented in this research directly veri-Subscripts and Superscripts. Primed(’) symbols of quanti-
fies the predictive capability of the ESTM, and, in turn, that of thées refer to saturated vapor. A subsciiptusually refers to quan-
SMVF Model. The true value and utility of the ESTM can only beities for the arbitrary representatiy& tube. Symbols of quanti-
comprehended when consideration is given to the complexity tiés generally refer to time-averaged quantities where the
the numerous physical mechanisms involved in multitube coaveraging time is small enough so as to just eliminate the inherent
densing flow systems, and the high degree of accuracy of suckiugtuations but not interfere with the deterministic transient.
relatively simple model; a model which can be solved, and graphi-
cally demonstrated, on typical ‘spread-sheet’ software.
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Extinction and Scattering
Properties of Soot Emitted From
Buoyant Turbulent Diffusion
Flames

S.S. Krishnan‘ Extinction and scattering properties at wavelengths of -Z80 nm were studied for
soot emitted from buoyant turbulent diffusion flames in the long residence time regime
K.-C. Lillz where soot properties are independent of position in the overfire region and characteristic
flame residence times. Flames burning in still air and fueled with gas (acetylene, ethylene,
G. M. Faeth propane, and propylene) anq liquid (benzene, toluenez cyclohexane, and n-_heptane) hy-
Professor drocart_)on fuels were conS|der_ed. Measu_red scattering patterns and_ ratios of total
FeIIowASl\/IE: scattering/absorption cross sections were in good agreement with predictions based on

the Rayleigh-Debye-Gans (RDG) scattering approximation in the visible. Measured de-
polarization ratios were roughly correlated by primary particle size parameter, suggest-
ing potential for completing RDG methodology needed to make soot scattering predic-
tions as well as providing a nonintrusive way to measure primary soot particle diameters.
Measurements of dimensionless extinction coefficients were in good agreement with ear-
lier measurements for similar soot populations and were independent of fuel type and
wavelength except for reduced values as the near ultraviolet was approached. The ratios
of the scattering/absorption refractive index functions were independent of fuel type
within experimental uncertainties and were in good agreement with earlier measure-
ments. The refractive index function for absorption was similarly independent of fuel type
but was larger than earlier reflectometry measurements in the infrared. Ratios of total
scattering/absorption cross sections were relatively large in the visible and near infrared,
with maximum values as large as 0.9 and with values as large as 0.2 at 2000 nm,
suggesting greater potential for scattering from soot particles to affect flame radiation
properties than previously though{.DOI: 10.1115/1.1350823

e-mail: gmfaeth@umich.edu

Department of Aerospace Engineering,
The University of Michigan,
Ann Arbor, MI 48109-2140

Keywords: Combustion, Fire, Flame, Heat Transfer, Radiation

Introduction search, concentrating on additional measurements and analysis of
soot extinction and scattering properties in the near ultraviolet,

. The extinction and scattering properties of soot at y|5|ple afsible and infrared wavelength rangegavelengths of 250-5200
infrared wavelengths must be known in order to devetogitu

: . ; . m).
optical techniques for measuring soot properties and to obtaiNg e gtydies of soot extinction and scattering properties are

reliable estimates of the radiation properties of soot. Past StUd}%iewed by Wu et a[7]; therefore, the following discussion will
have made significant progress toward resolving the extincti% limited to the findin’gs of the ’companion study of Krishnan
and scattering properties of soot, see Charalampop@llpBaeth o 5| 6], Krishnan et al[6] carried outin situ measurements of
and Koyl [2], Julien and Botel3], Tien and Led4], and Vis- 6 gptical properties of soot at wavelengths of 351.2—800.0 nm,
kanta and Mengu[5]. This work has shown that soot consists ofonsjdering soot in the overfire region of large buoyant turbulent
nearly monodisperse spherical primary particles collected inffrsion flames burning in still air at standard temperature and
mass fractal aggregates, that primary soot particle diameters ajidssure(STP) and at long characteristic flame residence times
the number of primary particles per aggregate vary widelyhere soot properties are independent of position and character-
whereas soot fractal properties are relatively universal, that segfc flame residence time for a particular fu@], considering
optical properties can be approximated by Rayleigh-Debye-Gagsyt in flames fueled with a variety of gaseous and liquid hydro-
(RDG) scattering from polydisperse mass fractal aggregatggrhons(acetylene, ethylene, propylene, butadiene, benzene, cy-
(called RDG-PFA theoryat visible wavelengths and that accuratg|ohexane, toluene, and n-heptarixtinction and scattering were
estimates of soot optical properties are mainly limited by unceterpreted to find soot optical properties using RDG—PFA theory
tainties about soot refractive index properties. Earlier work in thigiter establishing that this theory was effective over the test range.
laboratory due to Krishnan et g6] sought to improve under- Effects of fuel type on soot optical properties were comparable to
standing of soot refractive index properties in the visible by comgxperimental uncertainties. Dimensionless extinction coefficients
pletingin situ measurements of soot extinction and scattering cvere relatively independent of wavelength for wavelengths of
efficients and interpreting these results using RDG—-PFA theonp0—800 nm and yielded a mean value of 8.4 in good agreement
The objective of the present investigation was to extend this rgith earlier measurements of Dobbins et[&l], Choi et al[10],
- Mulholland and Choi11], and Zhou et al.12] who considered
!Graduate Student Research Assistant; now with Maurice J. Zucrow Laboratoriggmilar overfire soot populations. Measurements of the refractive
Purdue University, West Lafayette, IN. index function for absorptionE(m), were in good agreement

2Research Fellow, now with Taitec, Inc., Wright-Patterson AFB, OH. . . .
Contributed by the Heat Transfer Division for publication in tf@BNAL OF with earlier ex situ reflectometry measurements of Dalzell and

HEAT TRANSFER Manuscript received by the Heat Transfer Division April 18,Sarofim[13], and Stagg and Charalampopoljlbé]. On the other
2000; revision received November 3, 2000. Associate Editor: W. Webb. hand, measured values of the refractive index function for scatter-
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ing, F(m), only agreed with these earlier measurements for wave- Table 1 Summary of soot structure properties 2
lengths of 400—550 nm but otherwise increased with increasit
wavelength more rapidly than the rest. These measurements et
showed that refractive index functions increased rapidly with ir
creasing wavelength in the visible, yielding large levels of sca
tering as the infrared wavelength range was approached. This
havior raises concerns about approximations of modest refract Toluene (f) 51 526 252 32
index values in the infrared that are required by RDG—PFA theo

d, (nm) N N, q,

[9,15,16]; as well as concerns about the common assumption Bz ® 0 552 261 33
scattering from soot in the infrared can be neglected when es, . ... e a7 214 33
mating flame radiation propertiegt,5]. Finally, these results
showed that soot refractive index properties do not approact Butadiene (g) 42
resonance condition in the near ultraviolet that is observed f
graphite, see Chang and Charalampopo{ildq; instead, refrac- Fropylene (@ 4 460 227 30
tive indices declined continuously with decreasing wavelength .
. .. . . Cyclohexane (f) 37
the near ultraviolet was approached, similar to the findings
Vaglieco et al[18]for amorphous carbon and soot. n-Heptane (f) 35 260 173 2.4
The present study sought to extend the measurements of Kri
nan et al.[6] into both the infrared and the near ultraviolet in Ethylene (g) 32 467 290 27

order to help resolve concerns about soot optical properties
these SPeCtral reg_lons. Other ISSL:IeS thatWe re Cons_lderEd inclu residence time regime with ambient pressures and temperatures of 99 % 0.5 kPa and 298 + 3 K,
evaluatlng scatterlng predlctlons in the visible and infrared bas respectively. Soot density of 1880 kg/m® from Wu et al. [7]; k = 8.5 with a standard deviation of
on RDG-PFA theory, developing information about depolariz o.s from Keyl et al. [23); D, = 1.79 with a standard deviation of 0.05 from Krishnan et al. [6).
tion ratios in the visible that is needed to properly close scatteril values of d,, N, N, and &, from Koylii and Faeth [8,23] except when noted otherwise. Listed in
predictions based on RDG—PFA theory, and exploiting RDG order of decreasing primary particle diameter.

PFA theory to evaluate the potential importance of scattering fro "Parameter in parentheses denotes gas (g) or liquid (f) fuel.

soot on flame radiation properties in the infrared. The following o™ ¥ristnan etal. (61
description of the study is brief, more details and a complete

tabulation of data can be found in Krishngl®].

*Soot in the overfire region of buoyant turbulent diffusion flames burning in still air in the long

The light was modulated by an enclosed chopf@riel 75155)
Experimental Methods before passing through the soot-containing exhaust flow. The out-

ut of the detector was passed through lock-in amplifiers prior to

The experimental arrangement was the same as Krishnan eIp%Ln . . X
) . ] 3 pling and storage using a laboratory computer. Sampling was
[6]. The apparatus consisted of either a water-cooled gas-fue oqwe at 2 kHz for a time period of 60s, averaging results for three

burner having a diameter of 50 mm, or uncooled liquid-fuele : : ? o
burners having diameters of 51 and 102 mm, all injecting fuE}}ﬁmpllng periods at each wavelength. Experimental uncertainties

. e 5 percent confidengef the extinction measurements are esti-
g%ﬁﬁevﬁgﬁﬁgyauﬁggéd\}vlﬁ %blusrger;smw(;;en:gf;t%der\;\i"ctglme)?ﬁaﬁ ated to be less than 5 percent. Experimental uncertainties of
duct at the top. Measurements were made at the exit of the ex- er measurements will be presented when they are discussed.

haust duct where flow properties were nearly uniform. All oper- The test conditions were the same as Krishnan ¢63lA brief
prop y : P -summary of the fuels considered, and the corresponding structure

ating conditions involved buoyant turbulent diffusion flames 'd%roperties of the overfire soot, is presented in Table 1. This range

?J'elll_?é;\r']\"(t:\'grtf?ri)l?g gi Jﬁs;gﬁggi tgﬂg‘;ﬁ?'g?eb\é\'tl;]ereozi%gtnma;h f fuels provides evaluation of soot optical properties fAC
9 b P atomic ratios of 1.00—2.28.

characteristic flame residence tif&].
Many of the properties of the present overfire soot were avail-
able from earlier measurements [§+-8,20-23, as follows: den- Theoretical Methods
sity, composition, volume fractionggravimetrically, primary
particle diameters, aggregate size propertisNy,o,), aggre- RDG-PFA Theory. Analysis of the extinction and scattering
gate fractal dimensions, scattering and extinction properties in tif@asurements to find soot optical properties was based on RDG—
visible, and refractive index properties in the visible. Present medFA theory. Portions of this theory used during the present inves-
surements emphasized extinction within the wavelength rangetigfation are briefly summarized in the following, see Julien and
250-5200 nm. The wavelengths that were considered and fhetet[3], Dobbins and Megaridigl5], and Kglu and Faet{j21]
light sources that were used are as follows: 351.2, 457.9, 488f@, more details.
and 514.5 nm using an argon-ion lagdW, Coherent Innova The main assumptions of RDG—PFA theory are as follows:
90-4); 632.8 nm using a He-Ne lag@&8 mW, Jodon HN10G1R individual primary particles are Rayleigh scattering objects, ag-
248.0, 303.0, 405.0, 436.0, 546.0, and 578.0 nm using a mercgrggates satisfy the RDG scattering approximations, primary par-
lamp (100W, Oriel 6281); 600.0, 800.0, 1100.0, 1550.0, anticles are spherical and have constant diameters, primary particles
2017.0 nm using a Quartz-Tungsten Halog@TH) lamp (100W, just touch one another, the number of primary particles per aggre-
Oriel 6333); and 3980.0 and 5205.0 nm using an IR emitter sourgate satisfies a log-normal probability distribution function, and
(Oriel 6363). Two detectors were used, as follows: 351.2—-800a@gregates are mass fractal objects that satisfy the following rela-
nm using a silicon detectdNewport 818-UV}, and 248.0-303.0 tionship[3]:
nm and 1100.0-5205.0 nm using a pyrodete¢@riel 70128). N =k (R, /d)°f (1)
Interference filters having 10 nm bandwidths were used for wave- g Hp/
lengths up to 1550.0 nm; interference filters having bandwidths ®hese approximations have proven to be satisfactory during past
90-160 nm were used for wavelengths larger than 1600.0 navaluations of RDG—PFA theory for a variety of conditions, in-
The optical arrangement was designed following Manickavaseluding soot populations similar to the present study, see Krishnan
gam and Mengu[24]to reduce contributions of forward scatter-et al. [6], Wu et al. [7], and Kylu and Faett{21,22,25]; never-
ing to extinction measurements to less than 1 percent. Calcidheless, the theory was still evaluated during the present investi-
fluoride lenses were used for spatial filtering and collimating thgation before applying it to find soot optical and scattering
incident light due to the large range of wavelengths considergatoperties.
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The following formulation will be in terms of volumetric opti- erties from Eqs(7)—(11) and can be used to evaluate RDG-PFA
cal cross sections; these can be converted to optical cross sectipnsdictions and find values @f, from the measurements. In ad-

as follows: dition, all quantities on the right hand sides of E¢&) and (8)
— = ) were known in the visible so that these equations could be used to
Ci=NQj/n,; j=vv,hhs,a.e. (2)  find E(m) andF(m) in the visible as discussed by Krishnan et al.
The volumetric extinction cross section is simply the sum of tH&]- Effects of depolarization on predictions of total scattering
volumetric absorption and total scattering cross sections, cross sections were small so that E8). could be used to predict
Psa in the visible, given values oE(m) and F(m), providing a
62=6g+a§=(1+135a)62, (3) means of testing combined effects of RDG—PFA predictions and

o i refractive index property measurements. Then,(Egwas used to
where the last expression introduces the total scattering/absorpimate pea in the infrared (after finding a correlation for
cross section ratio: F(m)/E(m) in the infrared to be discussed lateso thatE(m)

0 :6a/6a_ (4) could be found from present measurementQ@fusing Eqs.(3)
sa wsixa and(9). Finally, Eq.(5) in conjunction with values oE(m) and
Based on RDG—-PFA theory,, can be computed given the struc-F(m) developed from the measurements, were used to estimate
ture and refractive index properties of the soot population, whele potential importance of scattering from soot on the properties
effects of depolarization are small, as follows: of flame radiation.

Psa= zng(m)NZg/(sE(m)ﬁ)_ (5) Dimensionless Extinction Coefficients. For conditions
o . . where soot properties are uniform along an optical path, the di-
The specific expression for the aggregate total scattering factpfensionless extinction coefficieiit., provides a simple relation-

9(kRy,Dy), and the method of computinlg”g from knownag-  ship between extinction and soot volume fractions, as follgys
gregate structure properties, are described byyKoand Faeth
21] Ko=— In(1/1g)/(Lf,). (12)

In order to complete predictions of soot extinction and scatte§oot properties, including,, were nearly constant over the
ing properties using RDG—PFA theory, measurements of soot Vgfesent optical path; nevertheless, an appropriate average value of
ume fractiondgravimetrically and primary particle diametetsy  f was used to evaluaté, from Eq.(12) based on several gravi-
thermophoretic sampling and transmission electron microscop)etric measurements 6f along the optical path. The volumetric
TEM) were used to compute primary particle density, as followgytinction cross section for a uniform path of lengtiis given by

ny=6f, /(md3). © [21
Present extinction and scattering measurements in the visible yield Qe=—In(I/1p)/L. (13)

Q¢ andQg directly, so thaQj can be found from Eq3) andpsa  Then, introducing the volumetric absorption coefficient from Eq.

from Eqg.(4). Then the refractive index functions can be compute®), and combining Eqg12) and (13), yields the following:
from the RDG—-PFA formulation, as follows:

_ Ke=N(1+ps) QYf, . 14
E(m)=k?Q3/ (4mx3n,) (7) _ (1%0:Q 14
B Finally, substituting forQ2 from Eq. (9) yields
F(m)= kz(qdp)DfQiy(qdp)/(kfxgnp)1 (8) Ke=67E(mM)(1+pgy). (15)

whereqd, must be large enough so that scattering is in the larg
angle (power-law)regime where Eq(8) is appropriate. This last
requirement was readily satisfied because power-law scatter
dominated the scattering properties of the present large soot a
gregates, see Wu et @l]. The fractal properties needed to apply
Eq. (8) also were known for the present soot populations, sdResults and Discussion
Table 1. Finally, combining Eqg6) and (7) yields a useful ex-
pression forQ2, as follows:

Ehuation(lS) implies that variations of the dimensionless extinc-
tion coefficient with wavelength result from variations of both
£§J_rn) and pg, with wavelength.

Scattering Patterns. Typical examples of measured and pre-
dicted scattering patterns of ethylene soot at wavelengths of
Q2=6mE(m)f, /\. (9) 351.2-632.8 nm appear in Fig. 1, see Krishnan ef@. Wu

et al.[7] and Koyli and Faetfj21] for other examples involving
Large soot aggregates exhibit effects of depolarization which igmilar overfire soot populations. Experimental uncertaint@s
fluence Qi and thus estimates @2 and pg,. Unfortunately, percent confidengeof the normalized scattering properties illus-
effects of depolarization cannot be predicted using RDG—PR#ated in Fig. 1, are estimated to be smaller than 10 percent, except
theory and must be handled empirically instead. This was donefasthe hh component near 90 deg, where small values of this ratio
suggested by Kgu and FaetH21] by defining a depolarization make uncertainties somewhat larger. The agreement between
ratio, p, , and using it analogous to Rayleigh scattering theory, seseasurements and predictions is excellent with discrepancies
Rudder and Bacli26]. Thus, values oR}(6) were found, as smaller than experimental uncertainties. In particular, there is no
follows: deterioration of predictions at small wavelengths where relatively
_ _ large values ok, create concerns about the validity of RDG—PFA
Qi #)=[(1—p,)cod 0+ p,1Q5,(0). (10) theory[6]. Similarly, there is no deterioration of performance at
It follows immediately from Eq(10) that[21,27] large wavelengths where progressively increasing values of the
real and imaginary parts of the refractive indices of soot with
p,=Q24(90°)/Q2,(90°) (11) increased wavelength also cause concerns about the validity of
RDG—-PFA theon|6]. Similar performance was achieved at other
so thatp, could be obtained directly from present measuremenggnditions implying acceptable use of RDG—PFA theory for soot
in the visible. at values ofx, as large as 0.46. This general behavior, involving

The formulation of Egs(1)—(11) was used in several waysvariations of both wavelength and refractive indices to justify the
during the present investigation. First of all, normalized paranyse of RDG—PFA theory, agrees with the detailed computational
eters, e.9.Q5,(0)/Q%,(90 deg) andQ3,(6)/Q%,(90 deg), vield evaluations of Farias et 428]concerning the range of validity of
scattering patterns that are independent of refractive index prdppG—PFA theory.
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632.8 nm

Fig. 2 Measurements of depolarization ratios for various fuels

e bl as a function of primary particle size parameter in the visible

' (351.2-632.8 nm). Measurements of Wu et al. [7], Koylu and
0 30 f\?\lGLE?gegrelg)o 150 180 Faeth [21,25], and the present investigation.
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Fig. 1 Measured and predicted scattering patterns for soot in

ethylene/air flames at wavelengths in the visible (351.2-632.8  nar diffusion flames due to i and Faetf25] are consistently
nm) smaller(by roughly 35 percentthan results for the overfire soot,
although the variation op, with x, is similar. This behavior

o ) o _suggests that the coefficient of E(L6) may be a function of

Depolarization Ratios. A limitation of RDG—PFA theory is y4qregate size because the underfire soot invdWéthe range
that it provides no estimates of depolarization ratios that agg” o5’ horeas the overfire soot involviddn the range 260—552

needed to accurately compu@(6) from Eq.(10). Thus, mea- (see Taple 1 for the latterFinally, the values ofp, for soot

surements op, were completed so that computations to findn  aggreqgates illustrated in Fig. 2 are roughly an order of magnitude

_the near |nf(ared could be undertaken._ This work |n_\/olved_epr0||rarger than typical values gf, for Rayleigh scattering from gases,
ing the available data base of scattering patterns in the literatu¢ge Rudder and Badt26]. This behavior is consistent with the

using Eq.(11)to find p, . Available measurements pf, are plot- ¢k smaller values of, for gases than for soot.
ted as a function ok, in Fig. 2. Measurements illustrated in the P

plot include results from Krishnan et 6], Wu et al.[7], Koylu Total Scattering/Absorption Ratios. Predictions of RDG—
and Faeth[21,25], and the present investigation. Experiment&FA theory were further evaluated using present measurements of
uncertaintieg95 percent confidengef these determinations aretotal scattering/absorption ratiqsy,, in the visible. Values ops,
somewhat larger than those Qf,(6)/Q?, (90 deg)due to the Wwere found by integrating measured differential scattering cross
small magnitude op, but are still estimated to be smaller than 2@ections to findQZ and then applying Eq3) and the measured
percent. Results for soot in the overfire region of buoyant turbualue of QZ to find Q2 and Eq.(4) to find ps,. Experimental
lent diffusion flames in the long residence time regime, due tncertainties ofps, (95 percent confidengeare estimated to be
Krishnan et al[6], Wu et al. [7], Kgli and Faet{21], and the smaller than 20 percent, with uncertainties tending to be largest at
present investigation, are in reasonable agreement with each otld82.8 nm for n-heptane and at 351.2 nm for the rest of the fuels
yielding the following correlation fop, : becauses, reaches minimum values at these conditions. Predic-
-0.14 (16) tio_ns of psa Were obtained from measurec_i soot structure prope_rties
Py =01, using Eq.(5). Values of the soot refractive index function ratio,
which also is shown on the plot. The standard error of the powE{m)/E(m), needed to make these determinations in the visible
of x, in Eq. (16) is 0.1, the standard error of the coefficient isvere obtained from the measurements of Krishnan €fdlfor
0.03, and the correlation coefficient of the fit is 0.83, which ithe same soot populations.
reasonably good. This is not surprising because relationships beMeasured and predicted valuesf, are illustrated for wave-
tween the size of scattering objects and depolarization ratio hdeagths of 351.1-632.8 nm in Fig. 3. These results are for overfire
been recognized for some tii26,27], including recent observa-soot in large buoyant turbulent diffusion flames burning
tions of diStasid29] of a relationship between primary soot parn-heptane, benzene, toluene, ethylene, propylene, and acetylene in
ticle diameter and depolarization ratio analogous to the presestitl air. Measured values gig, are relatively large, in the range
findings. In contrast, the measurements for underfire soot in larfi-L—0.9, tending to increase with increasing propensity to soot as
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kg 4 24
" 3(4mPi|(2-Dy) (6—Dy)(4—Dy)]’

Adopting fractal properties typical of sodD;=1.8 andk;=8.5
yields D=16.06 and the expression fpg, for large soot aggre-
gates from Eq(18) becomes:

psa=D(F(M)/E(m))
X(d,/\)*?  saturated RDG-PFA scattering. (20)

Based on Eqg.17) and(20), it is evident that small soot aggre-
gates, such as n-heptane soot, exhibit a relatively rapid reduction
of psa With increasing wavelength compared to large soot aggre-
gates, given similar variations ¢f(m)/E(m) with wavelength.
Thus, it is plausible that increases®fm)/E(m) with increasing
wavelength that are sufficient to caupg, to increase with in-
creasing wavelength for large aggregates are still not sufficient to
cause corresponding increases ,Qf for small aggregates that
approach the Rayleigh scattering limit.
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Dimensionless Extinction Coefficients. The experimental
uncertaintieg95 percent confideng®f measurements of dimen-
sionless extinction coefficients are estimated to be less than 14
percent for a best case with laser sources, where uncertainties
were dominated by uncertainties of soot volume fraction distribu-
tions, to a maximum of 26 percent at long wavelengths for other
sources where optical signal-noise ratios become a factor, e.g.,

300 400 500 600 700 ethylene-fueled flames at 2017 nm. Similar to Krishnan eft6g].
WAVELENGTH (nm) effects of fuel type on dimensionless extinction coefficients were
comparable to experimental uncertainties. As a result, present
Fig. 3 Measured and predicted total scattering /absorption measurements were limited to the gas-fueled flames, in order to
cross section ratios for various fuels as a function of wave- check this behavior, with the following measurements presented
length in the visible  (351.2-632.8 nm) as averages over all the gas-fueled flames, for conciseness. The
resulting values oK, are plotted as a function of wavelength in
Fig. 4. Other measurements for overfire soot in the long residence

indicated by increasing primary particle diameters. These resuif@€ regime for various fuels, due to Krishnan et|&l], Dobbins

suggest significant effects of scattering for the conditions of the
present measurements, which is expected in view of the relatively

© © oo o o9
o H 0O b~ O

|

large aggregates found in the overfire region of large buoyan’ T T TTTTITT T T 1711

diffusion flames. Finally, RDG—PFA theory is in reasonably good

agreement with the measurements. - SOURCE FUEL SYM.
An interesting feature of the results illustrated in Fig. 3 is that PRESENT STUDY GASEOUS® @

psa increases with increasing wavelength for all the fuels excepE100 KRISHNAN ET AL. [6] ALL® *

n-heptane. This behavior is related to aggregate size, noting thid'®® E CHOIET AL. [10] C.H, o 3

n-heptane has the smallest aggregates of all the fuels consideredg - DOBBINS ET Al1..2[9] CRUDEOIL A T

Fig. 3, e.g., the overfire soot produced by this fuel has the smalleg o ﬁ%?_gg:&'ho[ Aer CH, v ]

value ofN all the fuels by a wide margin and nearly the smallest3 L CHOI[11] CHy&CH, D

value ofd,, see Table 1. These properties imply that the opticalz
properties of n-heptane soot tend to approach Rayleigh scatterir@
to a closer extent than the other fuels, whegg can be formu-
lated, as followq21]:

psa=(2%3)(F(mM)/E(m))(d,/N\)3,  Rayleigh scattering.
(17)

The general expression fai, for RDG—PFA scattering, Eq.
(5), is more complex than E@17), however, it can be simplified
considerably at the limit of large aggregates and wavelength%’
where scattering is dominated by the large angle regime. Sucg
conditions are representative of the large aggregates consideredg
Fig. 3, as a limit. At the large aggregate limg, is independent 2 - -
of the specific distribution oN (the scattering properties of the
aggregates saturateand the theory vyields the following

® Gaseous fuels : C,H,, CoH,, C3Hg& C,Hg

P Gaseous fuels and the following liquid fuels:
CeHg, CoHy2, C7Hg & CrHyg

IONLESS EXTINCT
-
=)

CORRELATION
(PRESENT STUDY)

n
I

asymptotic expressiof21]: 1 [ EEET t 011t
100 1000 10000
psa=D(F(M)/E(m)) WAVELENGTH (nm)

X(dy/N)PT), saturated RDG-PFA scattering, Fig. 4 Measured dimensionless extinction coefficients of soot
(18) for various fuels at wavelengths of 250—5200 nm. Measure-
ments of Krishnan et al. [6], Dobbins et al. [9], Choi et al. [10],
where D is a fractal factor that is independent of wavelengtimulholland and Choi  [11], Zhou et al. [12] and the present in-
defined as follows: vestigation.
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et al.[9], Choi et al.[10], Mulholland and Choj11], and Zhou 10.0 T T TTTT T T 77T
et al. [12] are plotted on the figure for comparison with the -
present measurements. This relative independen¢e, @h soot
type, however, should not be assumed for all flame conditions
For example, Dobbins et a]9] and Colbeck et al[30] review PRESENT
measurements of specific extinction coefficients which readily " CORRELATION o o
yield values ofK, that exhibit significant differences among soot W

in large diffusion flames, in premixed flames, and in smoldering

_ M
flames. £
Values ofK, illustrated in Fig. 4 increase rapidly with increas- |.:u’ 10 L coRRELATION _
ing wavelength in the near ultraviolet, at wavelengths smaller tharg " | 203 ' =
400 nm, which agrees with the observations of Vaglieco et ali ~ .
[18] for amorphous carbon and soot in the near ultraviolet. In " STUDY SYMBOL |
contrast, graphite approaches a resonance condition which caus L EX-SITU: -

FELSKE ET AL. [31] (@)
DALZELL AND SAROFIM [13] &

extinction levels to increase in the near ultravigkel. For wave-

lengths in the range 400-5200 nm, however, valueX ofare m‘,%‘gggfo%“aﬁ?“ o

relatively constant, yielding an average value over all fuels anc = IN-SITU: o |
: KRISHNAN ET AL. [6]

wavelengths for the measurements of Krishnan ef&dland the WUETAL [7]  -CORREGTED A

present investigation of 8.7 with a standard deviation of 1.5 which

is plotted in the figure. This mean value is slightly larger than the 0.1

value of 8.4 with a similar standard deviation for wavelengths of 100 1000 10000

400-800 nm found by Krishnan et d6]. The present slightly WAVELENGTH (nm)

!arger \{alue 0fK, reflects the relatively slow increase It with Fig. 5 Measurements of the refractive index function ratios,

increasing wavelength over the wavelength range 400-5200 )/ E(m), for various fuels as a function of wavelength for

seen in Fig. 4. wavelengths of 250-9000 nm. Ex situ measurements of Dalzell
It is of interest to examine the relative variation I@g with and Sarofim [13], Stagg and Charalampopoulos [14]; in situ

wavelength for the conditions illustrated in Fig. 4, resulting fronmeasurements of Krishnan et al.  [6], and Wu et al. [7].

the predictions of RDG—PFA theory. These considerations can be

based on Eq(15) with the wavelength variation gf,, estimated

from Eqg.(20) for large soot aggregates because valud$ofvere

v obtained for th fudtEnd : h measurements of Dalzell and Sarofi@8]; they provide low es-
ohn yfoutalne | or the gasqulIJs uetnd not for n- eptar)eoverh timates in the visible which may be due to the fact that corrections
the full wavelength range illustrated in Fig. 4. Baﬁsgd on thesgare not made for effects of surface voids on scattering properties
considerationsK./E(m) varies proportional ta.° to A" *“aSpsa  which are important in the visiblg31]; and they provide high
varies from small to large values compared to unity. Thus, th&timates in the far infrared at wavelengths larger than 6000 nm
behavior ofK, seen in Fig. 4 requires a relatively rapid increasgnere small scattering levels and corresponding poor signal-to-
of E(m) with increasing wavelength in the near ultraviolet ajgise ratios may be a factor. The relatively good agreement
wavelengths smaller than 400 nm, followed by a more gradugong the measurements at other conditions is no doubt promoted
increase with increasing wavelength for wavelengths in the rangg the fact that=(m)/E(m) involves ratios of scattering to ab-
400-5200 nm, with the rate of increase tending to be larger f@hption cross sections which tends to normalize the measure-
soot having relatively large values pf, in this wavelength range, ments and reduce errors compared to measurements of absorption
such as the overfire soot considered during the present investiggg scattering alone and the fact that corrections ofethesitu
tion. This observation will be helpful for interpreting values ofegylts for effects of surface roughness should be relatively small
E(m) andF(m) to be considered next. in the infrared[31]. Nevertheless, in view of past criticism of the
Refractive Index Functions. Values of F(m)/E(m) and €X situmeasurements of Dalzell and Sarofib8]and Felske et al.

E(m) are needed to find spectral radiation properties and to cafdt]their measured velocity values B{m)/E(m) in the infrared
out nonintrusive measurements of soot volume fractions, see Egf§arly merit reconsideration. )
(5), (7), (8), (9), and(15). Values ofF (m)/E(m) for wavelengths The absorption and scattermg measureme_nts of Krishnan et al.
of 350-9000 nm are illustrated in Fig. 5. Results shown includ@] @nd the corrected absorption and scattering measurements of
the ex situ reflectometry measurements of Dalzell and Sarofifi/V €t al.[7], both in the visible, provide complete information
[13], Stagg and Charalampoulft], and Felske et al31], and needeq.to finghs, andE(m) in the visible using Eq4.7) and(8). .
the in situ absorption and scattering measurements in the visidfé @ddition, ps, becomes small at the largest wavelengths consid-
of Krishnan et al.[6] and Wu et al[7]. The measurements of€red during the present investigation so that present measured
Dalzell and Sarofini13]are averages of their results for acetylensalues ofQ2~Q3 andE(m) can be found directly from Eq(7).
and propane-fueled flames. The measurements of Wu €7 l. At intermediate wavelengths, however, RDG—PFA theory was
have been adjusted to correct an error in their gravimetric deteised to estimate values pf, so thatQ3 could be found from the
minations of soot volume fractions by matching their dimensiorextinction measurements and the(m) from Eq. (7). These es-
less extinction coefficients to the present measurements at 51dn%ates ofps, were obtained using the correlation®fm)/E(m)
nm as discussed by Krishnan et @]. Other measurements dueillustrated in Fig. 5, the known structure properties of the present
to Chang and Charalampopoulds], Vaglieco et al[18], Batten soot and the RDG—PFA results of E&). Another set ofn situ
[32], and Lee and Tief33] have not been included on the plotmeasurements dE(m) was obtained from the earlier extinction
due to concerns about methods used to interpret measurementmieasurements of K and Faettj22]: this was done by match-
discussed by Krishnan et d6]. Finally, two empirical correla- ing values ofE(m) from Krishnan et al[6] with these results at
tions of the measurements are illustrated on the plot: one for t624.5 nm and then using present measurements and estimates of
measurements of Krishnan et 8] for wavelengths of 350-650 p,, in the visible and infrared to fin&(m) from Eq. (7). Finally,
nm and one for all the measurements for wavelengths 350—600@ ex situ reflectometry measurements of Dalzell and Sarofim
nm. [13], Stagg and Charalampopoulfis4], and Felske et al.31]

The measurements &f(m)/E(m) illustrated in Fig. 5 involve directly provide values oE(m).
various fuels, sources and methods and are in remarkably good he various determinations &(m) for wavelengths of 350—
agreement. Exceptions involve the ea#dy situ reflectometry 9000 nm are illustrated in Fig. 6. The varioirs situ measure-
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Fig. 7 Estimates of total scattering /absorption cross section
Fig. 6 Measurements of the refractive index function for ab- ratios for various fuels as a function of wavelength for wave-
sorption, E(m), as a function of wavelength for wavelengths of lengths in the visible and infrared  (350-5200 nm)

250-9000 nm. Exsitu results of Dalzell and Sarofim  [13],
Stagg and Charalampopoulos [14], and Felske et al. [31];
in situ results of Krishnan et al. [6], Wu et al. [7], and Ko ylu

and Faeth [21], and the present investigation. tends to maintain relatively large values @f, well into the in-

frared, particularly for the very large soot aggregates resulting
from the combustion of benzene, toluene and acetylene, where
o ] o scattering is still roughly 20 percent of absorption at wavelengths
ments ofE(m) agree within experimental uncertainties over thgpproaching 2000 nm. This behavior suggests that scattering
entire wavelength range of the measurements which is encourggould be considered for accurate estimates of continuum radia-
ing. Thein situ andex situmeasurements d&(m) in the visible tjon from soot in flame environments, at least for large soot ag-

agree within experimental uncertainties, with the somewhgtegates similar to those considered during the present investiga-
smaller values oE(m) for the ex situmeasurements attributed totjon and representative of natural fires.

uncorrected effects of surface voidage, at least for the measure-
ments of Dalzell and Sarofiffil3]. More disconcerting, however, .
are the unusually small values &f(m) found from theex situ Conclusions

reflectometry measurements of Dalzell and Sardfi®] and Fel- The extinction and scattering properties of soot were studied
ske et al[13]in the infrared at wavelengths of 2000—9000 nm. lusingin situ methods at wavelengths of 250-5200 nm. Test con-
particular, it is difficult to see how trends of constant or progreshtions were limited to soot in the fuel-lealoverfire) region of
sively decreasing values dE(m) with increasing wavelength buoyant turbulent diffusion flames in the long residence time re-
could yield the slightly increasing values &f, with increasing gime where soot properties are independent of position in the
wavelength in the infrared seen in Fig. 4 for RDG scattering oloverfire region and characteristic flame residence times. Flames
jects. In contrast, present values B{m) expressly yield the burning in still air and fueled with eight liquid and gaseous hy-
trends ofK, illustrated in Fig. 4 due to the method used to findlrocarbon fuels were considered to provide atoRhi€ ratios in
E(m). Nevertheless, resolving the differences betweerirtteitu  the range 1.00-2.28. RDG—-PFA theory was used to interpret the
andex situdeterminations oE(m) seen in Fig. 6 merits priority measurements based on successful evaluation of this theory over
because these differences clearly can have a large impact onttieetest rangévalues ofx, up to 0.46). The major conclusions of
radiative properties of soot-containing flames which are domntie study are as follows:

nated by continuum radiation from soot in the infrared. . . _— - .
1 Present dimensionless extinction coefficients were relatively

Soot Scattering Predictions. Given the RDG—-PFA scatter- independent of fuel type, they increased rapidly with increasing
ing and refractive index properties of the present overfire soeavelength in the near ultraviolet but became relatively indepen-
aggregates, it is of interest to estimate the potential importancedent of wavelength over the range 400-5200 nm. Present mea-
scattering from such soot in flame environments. This was doserements were in good agreement with earlier measurements for
by finding ps, for the six fuels where required structure propertiesimilar soot populations due to Dobbins et[&l], Choi et al[10],
were known. Values opg, were computed using E@5) and the Mulholland and Cho[11], and Zhou et al.12].
correlation of F(m)/E(m) illustrated in Fig. 5 along with the 2 Presenin situ measurements of the ratios of the scattering/
appropriate structure properties. The results of these computatiahsorption refractive index functiofy,(m)/E(m), were indepen-
are illustrated in Fig. 7. dent of fuel type and were in good agreement with easdiesitu

Referring to Fig. 5, the general correlation fle{m)/E(m) is measurements in the literature. Presensitu measurements of
not as steep in the visible as specific correlations for the presémé refractive index function for absorptioB(m), were also in-
measurements; therefore, valuegef in Fig. 7 begin to decrease dependent of fuel type and were in good agreement with eanlier
with increasing wavelength somewhat sooner than correspondsity measurements but were somewhat larger than eaiesitu
results for present test conditions illustrated in Fig. 3. The resultsflectometry measurements in the infrared.
shown in Fig. 7 indicate maximum values @f, for wavelengths 3 Measured depolarization ratios yielded a somewhat scattered
of 450—600 nm, with n-heptane soot reaching a maximum befdoat simple correlation in terms of the primary particle size param-
the rest as discussed earlier. The progressive increase etdr alone as suggested in recent work of diStg38d. Given a
F(m)/E(m) with increasing wavelength seen in Fig. 5, howevergorrelation along these lines, the methodology needed to compute
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scattering properties according to RDG—PFA theory would H&ubscripts
completed and a simple nonintrusive diagnostic to measure par- a = absorption
ticle diameter would be feasible. Effects of aggregate size on this ., _ average value
correlation were observed, however, and merit further study in the e = extinction
future before these methods can be reliably used. h = horizontal polarization
4 Ratios of to_tal scat_te_rlng/absqrptlon cross sectipgs, were ij = incident (i) and scatteredj) polarization directions
relatively large in the visibléreaching maximum values as large s = total scattering
as 0.9), whereas values pf, remain as large as 0.2 at wave- vertical polarization
lengths approaching 2000 nm suggesting potential for greater ef- — initial value

fects of scattering from soot particles on the properties of flame

radiation than previously thought. Superscripts

Extending these conclusions to other types of soot should be
approached with caution. In particular, the present soot has been P
exposed to oxidation in flame environments and involves rela- )

a = aggregate property
primary particle property
mean value over a polydisperse aggregate population

tively large soot aggregates due to large characteristic flame resi-
dence times; thus, such soot may not be representative of undRieferences

dized and weakly aggregated soot typical of fuel-rich soot growthy;; cparaiampopoulos, T. T., 1992, “Morphology and Dynamics of Agglomer-

regions.
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C = optical cross section
d, = primary particle diameter
D = fractal factor, Eq(19)
D; = mass fractal dimension
E(m) = refractive index function for
absorption=m ((m?—1)/(m?+2))
f, = soot volume fraction
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L = light path length
m = soot refractive index n+i«
n = real part of soot refractive index

2
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ume
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zZ
Q
Il

aggregate

modulus of scattering vecter2k sin(6/2)
volumetric optical cross section

radius of gyration of an aggregate
primary particle size parameterrd,/\

= angle of scattering from forward direction
imaginary part of soot refractive index
wavelength of radiation

tions
p, = depolarization ratio
op = standard deviation dD¢

oy = standard deviation of number of particles per

aggregate from geometric mean
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Phonon Heat Conduction in Thin
Films: Impacts of Thermal
Boundary Resistance and Internal
Heat Generation

e measure ermal resistance across a thin film deposited on a substrate often in-
Taofang Zeng Th d th | t thin film deposited bstrate oft

cludes the internal thermal resistance within the film and the thermal boundary resistance

Gang Chen (TBR) across the film-substrate interface. These two resistances are frequently lumped

and reported as an equivalent thermal conductivity of the film. Two fundamental ques-
tions should be answered regarding the use of this equivalent thermal conductivity. One
is whether it leads to the correct temperature distribution inside the film. The other one is
whether it is applicable for thin films with internal heat generation. This paper presents a
study based on the Boltzmann transport equation (BTE) to treat phonon heat conduction
inside the film and across the film-substrate interface simultaneously, for the cases with
and without internal heat generation inside the film. Material systems studied include
SiO, and diamond films on Si substrates, representative of thin-film materials with low
and high thermal conductivity. It is found that for a Si@m on a Si substrate, the film
thermal conductivity and TBR can be treated independently, while for a diamond film on
a Si substrate, the two are related to each other by the interface scattering. When the free
surface behaves as a black phonon emitter, the TBR for thin diamond films with internal
heat generation is the same as that without the internal heat generation. When the free
surface is adiabatic, however, the TBR increases and approaches the value of the corre-
sponding black surface as the film thickness increases. Results of this study suggest that
great care must be taken when extending the effective thermal conductivity measured for
thin films under one experimental condition to other application situations.
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1 Introduction result of the change of the relative contribution of the internal
ermal conductivity of the film and the TBR at the interfd@é.
he former depends on the film thickness while the latter is gen-

) . Frlally considered thickness independent. At macroscale, these two
that when the film thickness becomes comparable to, or smalfer_ . .~ .

) .~ quantities are not correlated. At microscale, however, when the
than, the phonon mean free paMFP), size effect becomes sig- honon mean free path becomes comparable to the film thickness
nificant. In experiments and device applications, a thin film ofteﬁ h the TBR and rt)he film thermal corr)1ductivit depend on how '
comes with a substrate. The measured thermal resistance of ﬁtt—: y cep

thin film in the cross-plane direction usually consists of two parts;
one is the thermal resistance within the thin film, the other is the
thermal boundary resistan€EBR) across the interfad®,3]. Heat
conduction and the thermal conductivity of thin films in both th
in-plane and the cross-plane directions are often modeled ba
on the Boltzmann transport equatip,5]. The modeling in the
in-plane direction is relatively straightforward since local therm
equilibrium can be established on a length scale much smal
than the in-plane film length. However, the phonon transport
the cross-plane direction could deviate far from equilibrium
manifested in the temperature jump at interfapék This tem-
perature jump is of the same origin as the TBR, which has beerf
subject of intense study in the pd8t6].

Many measurements were performed in the past for the cr
plane thermal conductivity of thin films on substrate systems.

Heat conduction in dielectric or semiconductor thin films h
attracted great attention in the p&&f. It is now well accepted

onons are scattered at the substrate/film interface as well as at
e other surface/interface of the film. In this case, both the effec-
Ive thermal conductivity inside the film and the thermal boundary
esistance depend on the interface conditions, and they should be
@ted on a unified basis, i.e., with the BTE, as demonstrated by
en[10] for superlattices. For a thin-film-on-substrate system,
aen and Chiend11] recently reported a study considering this
blem. Their treatment assumed that the interface thermalizes
e incoming phonons. This assumption may be valid for inter-
ces with highly disordered interfacial layers. The non-
equilibrium states of phonons at interfaces, however, should be
ansidered for other practical applications.
In the measurement of the thermal conductivity of a thin film, a
obeat flux is typically applied at the boundaries, i.e., surfaces or
Eg_nds of thin films. In practice, heat could also be generated inside

amples include SiQand SiN. on Si[7,8]and diamond on Si9]. film devices. For example, there have been considerable efforts to

Usually, the TBR and the thin-film thermal conductivity aredOpe dia.mon.d fgr makipg high temperature devi@%].'ln thgr-
lumped together as the equivalent thermal conductivity, whif@0€lectric thin film devices, internal heat generation is an impor-
there are also efforts to separate the TBR from the thermal cdAnt factor_ determining the device perf_ormatﬁﬂ:@]. A fundamen-
{@l issue is whether the thermal resistance measured under the
surface-flux boundary condition is still applicable for the case
with internal heat generation.

Contributed by the Heat Transfer Division for publication in thBURNAL OF The objectives Of. this study are two-fold. Qne IS to Inves“gafte
HEAT TRANSFER Manuscript received by the Heat Transfer Division February odhe effects of the interface phonon scattering on the effective

1999; revision received November 21, 2000. Associate Editor: A. Majumdar.  Cross-plane thermal conductivity of thin films. The relation be-

the equivalent thin-film thermal conductivity was explained as
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tween the thermal resistance inside the film and the TBR to tkent a highly non-equilibrium situation and it is best regarded as a
interface scattering processes will be examined based on solvipgantity representing local total phonon enef9].

the BTE on a unified basis. The other objective is to examine theThe solution of the above equation was well-documeniéd
applicability of the TBR and the equivalent thermal conductivity,

obtained from experiments with surface heat flux conditions, to N & 1 (¢ 0 &€

the case with internal heat generation. Two systems, diamond ! (&#)=1"(0u)exp — “ T “ 1" ex P dé;
films on silicon and silicon dioxide films on silicon, representative 0

of the high and low thermal conductivity spectra of solid materi- (for 0<u<1) )
als, are investigated. Several interface scattering mechanisms are

assumed to account for the interface properties. The TBR is com- —E+ &) 1 (& &—&

puted for the cases with and without internal heat sources, and the (&,u)=1" (&g ,;L)exp< ) - — J 10 exp{ )dgl
temperature distributions are compared using different definitions H HJe M

of the effective thermal conductivities of the film. It was found (for—1< u<0) )
that the TBR dominates the thermal resistance for diamond on K '

silicon. In this case, the thermal boundary resistance is no longgfere 4 and “—” represent the forward and backward propa-

an intrinsic property of th_e two materials joine_d together. Instea, ating phonons in correspondence with the directional cogine,

it depends on the film thickness, the surface/interface conditio S:z/A) is the dimensionless coordinate agg(=h/A) is the

and the heating conditions. dimensionless film thickness. The local heat flux can be obtained
by integration over the solid angle as

2 Physical Models and Analyses

1
_ — + -
This study focuses on phonon transport through a thin film anf(§)= L:MI Cosedﬂ_zﬂfo (& p) =1 (6~ )] pdp,
its substrate as shown in Figgal and(b). To include the effect (5)
of the substrate on the heat conduction inside the film and the
TBR, while excluding the complication of the heat conductioiwhered() (=2 sin 6dé), is the differential solid angle. The local
process in the bulk substrate, it is assumed that phonons are ef@itnperature distribution can be obtained by using the condition of
ted at a uniform temperature from the substrate and travel towaeisergy conservation
the interface. These phonons can be thought of as coming from
within one MFP of the substrate side. The rest of the substrate dq
could be treated based on the Fourier heat conduction theory. Ezs, (6)
Though a thin film is studied, it is approximated here that the

phonon spectrum of the film is the same as that of its bulk matghereS s the heat generation per unit volume. The detailed heat
rial. Thus the phonon wave effect can be excluded. It is al$gneration mechanisms are neglected in this work, and a uniform

approximated that the internal scattering rate in the film can B|umetric heat generation rate is assumed. Equatinand (6)
represented by an average MFP. The validity of those two agxnd to

proximations has been discussed in detail by CHén14].

Under the above conditions, the phonon transport across the 1 &
film and the interface can be approximated by the BTE, which is, 2I°(§):J I*(O,,u)exp{ — —)d,u
under the intensity representatipfy 0 M
di 19— fl p(&ré)
i + [ 17 (&, —pr)ex d
Paz” A (1) . (&= ) — |9
wherel is the total phonon intensity? the equilibrium phonon én
intensity approximated as +f 19E,(|&€— &;|)dé,+ SA /2. 7
0
1
|0:ECU(T—Tref)+ 0 (2) Boundary and Interface Conditions. To solve for the tem-

perature distribution in the film and the TBR from Ed@8), (4)
and A is the average MFP in the corresponding bulk materiadnd (7), boundary conditions at the surface of the film and the
m(=cosd) is the directional cosineC is the volumetric specific film-substrate interface need to be defined. The interface condition
heat, andv is the magnitude of the phonon group velocity. Iwill be discussed and two different surface conditions will then be
should be emphasized that the temperature in(Egmay repre- introduced.

Film/Substrate Interface. Phonon reflection at interfaces is the
fundamental reason for the existence of the TBR. There exist two
METAL z  packorasumamcsurmace  Prevailing models for the phonon reflection and transmission at
HEATER 4 interfaces: the acoustic mismatch model and the diffuse scattering
model. The acoustic mismatch theory is applicable for elastic scat-

4 330_ Feo tering at specular interfac¢$], i.e., when the scattered phonons
o are of the same frquency as'the incident phonons. However, if
FILM——— o the roughness of the interface is comparable to the wavelength of
SUBSTRATE ~___ T T T T T the phonon, the diffuse scattering at the interface will be signifi-
INCOMING PHONONS AT'T; cant[16]. A diffuse scattering model has been developed for this
case[3]. In real situations, the interface may be neither perfectly
® " specular nor perfectly diffuse. In the latest study, ChEm com-

bined the specular and diffuse interface scattering models and
Fig. 1 Schematic diagram of the film /substrate system, (a) a demonstrated that the specularity of the interface is important in
typical experimental configuration, and (b) physical model in determining the TBR as well as size effect in superlattice struc-

this study. The upper surface is a black phonon emitter or an tures. For a partially diffuse and partially specular interface, the
adiabatic surface. phonon intensity leaving the interface can be written as
Journal of Heat Transfer APRIL 2001, Vol. 123 / 341
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17(0,1) = P[Rg1al ~(0,— )+l %(Te) ]+ (1~ P) Elastic Acoustic Mismatch. The acoustic mismatch model
. represents the limit that phonons are specularly scattered. When
_ o the reflected and transmitted phonons are at the same frequency as
ZRdlzfo (0 =p)pdutTanl (T . () ihea incident phonons, i.e., in the case of elastic scattering, simpli-
fied formulas for the interface reflectivity and transmissivity from
whereP is the interface specularity parameter that represents tthe acoustic mismatch model are used
fraction of specularly reflected/transmitted phonons, and

X

Zypy—Zopy

tso1=Top1(po) prodpeo [(padpsq) ©) Reai(p2) = Zoiat Zopts (14)
accounts for the solid angle change upon phonon refraction.
Rea(e1) and Te(u,) are the specular reflectivity and transmis- Topt( 1) = 421250112 (15)
sivity, respectively, for phonons incident from layer 1 at an angle S2R2IT (7t Zopn)?’
of u, and from layer 2 aj,, andRy;» and Ty,, are the diffuse _ . .
reflectivity and transmissivity, respectively. Those four paranWhere’zi(fpivi) Is the acoustic impedance and
eters will be discussed in the next subsection. The first two terms Cvd
in the right hand side of E¢(8) represent contributions from the Tadl )= C—gTszl(Mz)- (16)
specular part, while the last two terms represent contributions 11

from the diffuse part. It is worthwhile to point out that, while theg g ationg(13)—(16) are valid when the incident angle is less than
incoming phonon from the substrate II§T,), the equilibrium  he critical angle. Above the critical angle, total internal reflection
temperature in the substrate side of the interface is ndt afthe  ccyrs, thus

latter is determined by the phonon intensity transmitted from the
film and the intensity of the emitted phonons. Reo1(mp)=1 and Tg(u2)=0. 17)

Surface Condition. Two simplified surface conditions are in- By adopting the above equations, it is assumed that the maximum
vestigated. One is the constant-temperature black surface. In #t®ustic-phonon frequency or phonon group velocity in medium
case, the free surface is assumed to emit phonons with intengdfgubstratejs lower than that in medium(thin film), which is

I(T,). The boundary condition is thus defined as valid for the two example systems in this study. Phonons in me-
_ _ dium 1 with frequencies above the maximum frequency in me-
(&, — ) =1(To). (10)  dium 2 are confined in medium 1 if only elastic scattering occurs
The other situation is an adiabatic, diffuse surface with the corrdt the interface. Thus, Eg€l4) and(15) are valid for the specular
sponding boundary condition as reflectivity and transmissivity in medium 2.
1 Inelastic Acoustic Mismatch.If phonons in medium 1 are not
I’(fh,—,u)=2f I (&, m)pmdu. (11) confined but escape into medium 2 through inelastic scattering,
0

the above elastic acoustic mismatch model can no longer be ap-
d. The diffuse mismatch model as given by E4d) and(13)

udes the inelastic scattering but assumes total loss of direc-
nality during scattering. To take into consideration the possibil-
é’ty that the directionality can be maintained during inelastic scat-
%ring, Chen[10] proposed the following modification to Snell’'s

Clearly, to represent the true experimental configuration With.%{'e
metal film heater, the top surface should be treated as an interf%{&
between the metal film and the dielectric film. Equat{@n) is a 10
quite stringent simplification, but it allows for focusing on th
physics of one interface. It is anticipated that similar phenome
observed for the film-substrate interface can happen for the m
heater-film interface. sing, (szg) 12

3
Clvl

Interface Properties. The phonon reflectivity and transmis- sing, (18)

sivity have been a subject of intense study for many years related ) o o o
to the TBR phenomenf3,6], particularly at low temperatures.With this modification, the reflectivity and transmissivity from
Approximations proposed by Cheri0] for different interface Medium 2 into medium 1 can still be calculated from EQst)

phonon transport processes at room temperature and higher & (15), andTs;,= T, in the whole frequency range. This is
used in this study. referred to as the inelastic acoustic mismatch model

Diffuse Scattering Model. The diffuse scattering model is
based on the assumption that the scattered phonons completely )
lose its origin. In this limit, the reflectivity phonons can also bd hermal Boundary Resistance, Internal and External

thought as transmitted from the other side, th@is Thermal Conductivity

Ta1o=Rap=1—Tep1. (12) By definition, the TBR is the ratio of the temperature difference

) o o between the two sides of the interface to the heat flux across the
Expressions for the transmissivity and reflectivity in the low teminterface

perature limit were given by Swartz and P4BI. Based on this

assumption, Chen extended it to room temperature and higher as R To(¢=0)—-T* 19
[10] /g (19)
Civs where the heat fluxg, can be derived and calculated from E5).

Tle:C1v1+szz' (13) " 7+ is the equilibrium phonon temperature of the substrate at the
face, which can be calculated from E43) in Appendix A.

) ] inter
By adopting these two equations, one assumes that phonons o E internal thermal conductivity of the thin film is defined as

frequencies can transmit through the interface. Since the phonons
at the two sides generally have different spectra, these expressions gh

imply that inelastic scattering occurs at the interface, i.e., phonons Kimzm- (20)

can change their frequency through splitting or combining into h

several phonons, as in the case of three phonon scattering in biille external thermal conductivity is the equivalent thermal con-
materials. ductivity of the internal thermal conductivity and the TBR
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gh 1 Table 1 Parameters used in the calculation

Kexl: TO( § ) —T* = 1 R' (21) Specific heat Group velocity Mean free path Density
h i X 10° J/im'K m/s A kg/m’®
Kot D S0, 1687 200° 558 07
si 93 1804° 2604° 23300
. . . . H h i |
Temperature Distribution With Internal Heat Source. To [Diamond  calculatedt 13200 calculated 3520

quantify the difference between the temperature distributions pre-ET ouloukian[19], Vol. 5, p. 215.
dicted by using the BTE and the Fourier law, calculations for a ;Gahil and Pohl20], p. 4071. , ,
diamond film on a Si substrate with an internal heat source in t ]Cf,'cll"gmd f{gg‘/\:mc" at 300°K by using K-1.38W/mK from Touloukian
. . . . , Vol. 2, p. .
diamond film are performed using both methods. The diamonddtouloukian[19], Vol. 5, p. 214.
surface is considered as a free surface and two cases are investhen[lo] by using the dispersion model.
gated. One is an adiabatic free surface as specified byiffy.the =~ Shackelford21], p. 46. _

s Method from Jen and Chierjd1]and Goodsoif17], and data from Touloukian
ot.her a black surface as deflned by ELD). The BTE for the case [19], Vol. 5, p. 8. g
with an internal heat source is E). The final equations used t0~ fGoodsor{18], p. 281.
calculate the intensity distribution for an adiabatic surface are pro-'Method from Jen and Chier{g.1]and Goodso1i18], depends on thickness.
vided in Appendix B. Note that the equilibrium intensit§(¢) is ~ 'Brady and Clausei22], p. 257.
now directly related to the intensity at the free surfates, , u).

The temperature distribution with an adiabatic condition usin(% , . . _—
Fourier's law is derived as 1) and (B2). First, Eq.(24) is solved to obtain an initial guess

for 1° and 1™, and then the data fo are substituted into the

T-T* ” 1 gz) following equation:
————=| £&— = £2].
SA®/K ext 2 Dpxnl T=F = Cppnl® (25)
The equation for the temperature distribution with a black bouneb calculatel *. Those new values df" are used to calculate.
ary condition using Fourier's law can be written as The iterations are performed until the relative error for two con-
) secutive iterations is smaller than 0.1 percent.
T-T* ¢ 1 SA

_ = 2
To—T* & 2 Kee (To—T(£=0)) (£-¢&&n).  (23) Parameters Used in the Calculation

. Two very different systems, SgSi and diamond/Si, repre-
Numerical Method senting the low and the high film phonon mean free path limits,
The intensity Eqs(3) and (4), the energy balance E(f), and are investiggted.. The input parameters are the bulk properties of
the boundary-conditions, Eq&) and(9), should be solved simul- those materials including the specific heat, the phonon velocity,

taneously. This can only be achieved numerically. There are fig&d the phonon MFP. Those parameters are presented in Table 1.
unknowns: 1 (&, 1), | (&,—w), 17(0), 17(0,—x), and Inthe table, the MFP of SiOis estimated from the kinetic equa-

19(&). Those five equations can be reduced to two equations aft@n: K=CvA/3, because the phonon spectrum for Si® not
substitution and rearrangement. The two unknowns A&, , ) available. It should be cautioned 'ghat Fhls kinetic model for amor-
and 1°(¢). Detailed equations are given in Appendix A. Thesghous materials may be over-simplified. The heat conduction

two integral equations are discretized using the Gauss-Legen %chanlsm is still a topic under intense stidy]. The properties

i . - - i are estimated by using the method from Ch&@], where
quadrature. EquatiofAl) is solved first to obtairi°(¢). Then the contribution of optical phonons to the bulk thermal conductiv-
19(£) is substituted into Eq(A2) to obtainl " (&,,u). Attention P P

. . e . ; ’ ity is neglected, because optical phonons have a very low grou
was paid to the discretization of angles in the film and in t 4 9 P P y group

. - i velocity.
substrate by converting the angles in the substrate to the film sides},o average phonon MFP in polycrystalline diamond films is
which are related to each other by Snell’s law.

- : -~ N determined by considering phonon scattering due to defects as
In the calculation, the two intensitie’(£) and! *(£) are nor- el as the inherent phonon-phonon Umklapp scattering processes

malized byl %(T,). Since the interest of this study is on the heaghrough the following approximation of Matthiessen'’s rule

transfer from the free surface to the substrate, temperdtuie

set to be larger thaffi,. Because the two cosings, and u, are 1 i+ 1

related to each other according to Snell’'s law, and the calculation A Ay Agg

for Egs.(Al) and (A2) is only for layer 1(thin film), the reflec-

tivity Rsx1(m2) and the transmissivitys,4(1,) are converted to ;

1, in layer 1. The validity of the calculation is tested by settingond by usingAy=3K/Cu, whereK =1350 W/mk for type lIb

the film thickness as large as possible to examine the asymptdtigmond. The average grain boundary scattering MiRgj is
%tlmated from the frequency dependent scattering rate of grain

(26)

The average\ y(7y) was calculated directly from the bulk dia-

behavior. The calculated internal thermal conductivity approach : . . ; .
the bulk value as the thickness became larger but the total ngjpundaries, which depends on the density of imperfections and
e thickness of the film. The same approach as in Ref] is

dimensional thicknessg,, is limited to 15. The accuracy of the L . . .
numerical results is also tested by doubling the number of intgSed in this calculation, and the details are omitted here.
gration points. . .

The solution for the equations with the internal heat source & Results and Discussion
more complicated, becaus®(¢) andl ~(&,,— ) are now corre-  Figures 2—4 show the results for the case without an internal
lated in Eqs(B1) and(B2). Those two equations are discretizedheat source, and Fig. 5 shows the results for the case with an
and the obtained discrete equations can be written in the form ofidernal heat source. Both diamond/Si and St systems are

matrix equation studied, and the results for the diamond/Si system, however, are
presented in more detail because of the stronger size effect.
Amxm  Bnxn\ (18, [E Figures 2(a)and 2(b)show the distribution of the dimension-
Cixm  Dixn [ = 24 less equilibrium temperatur€ =Cuv(T—T)/(47q), whereq is

the heat flux, based on the elastic acoustic mismatch model and
By analyzing Eqs(B1) and(B2), it is found that matrices A and D the inelastic acoustic mismatch model, respectively. The tempera-
are almost diagonal and ill-conditioned for a thick fil,&5). ture inside the substrate is uniform because no scattering inside
An iteration scheme is developed to obtain the solution to Ege substrate is considered. The temperature jump at the film sub-
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Fig. 2 Distribution of dimensionless temperature [@=Cv(T—T¢)/4mq] as a function of dimen-
sionless coordinate  (z/h)

strate interface is the smallest for diffuse interfacBs=Q). The tion of the limiting case. The diffuse phonon interface scattering
temperature drop at the free surface of the film is, however, associated with the TBR phenomenon is poorly understood at this
ways very small(less than 2 percent, not shown in the figure stage. For specular interfaces, the transmissivity is dependent on
because of the assumption of a black emitting surface. For ttiee incident angles as well as the physical properties of the two
case withP=0.95, nearly all the temperature drop is at the intematerials. The mismatch between diamond and Si is much larger
face, while the internal temperature distribution is nearly uniforiihan that between SiCand Si, thus the diamond/Si system has a
within the film. Not surprisingly, the inelastic model predicts darger TBR, and the two systems behave quite differently with the
slightly smaller temperature drop at the interface, because okkastic and inelastic mismatch model under the same specularity
larger phonon transmissivity predicted under this model. parameter value.

Figures 3(ajand 3(b)show the results of TBR as a function of The effects of film thickness on the thermal conductivity of thin
the film thickness. Both the elastic and inelastic acoustic mifitms are described in Figs.(@—(d). Both internal thermal con-
match models are used to approximate the TBR. From F&), B ductivity and external thermal conductivity are presented for the
can be seen that for the diamond/Si system the TBR does wimond/Si system in Figs.(d) and (b). Figures 4(c)and (d)
change much with thickness for the same specularity paramei@epict the external thermal conductivity for the $iSi system. In
because the phonon temperature inside the film is nearly uniformeasurements, external thermal conductivity is usually obtained,
For the SiQ/Si system, the TBR changes for small thickneswhich changes with different substrates. In this study, the external
when the incident phonons originate from locations with differerihermal conductivity is much smaller than the internal one for the
temperatures. diamond film in the diamond/Si system, obviously due to the

Note that the totally diffuse interface witA=0 has the small- dominance of TBR.
est TBR for the same film while the difference of the TBR values Because of the interface scattering, the internal film thermal
between the elastic and the inelastic mismatch models increases@sductivity is lowered when the thickness is comparable to the
the interface becomes increasingly specular. This is because of MieP. When the film becomes thicker, its thermal conductivity
relatively large transmissivity for phonons incident from the diaapproaches the bulk value as expected. Due to the computational
mond or SiQ film into the silicon substrate calculated under théimit of the computer used in this study, the film thickness used in
diffuse mismatch model, according to Egd.2) and (13). It the calculation for Si@films cannot be very large. Nevertheless,
should be pointed out that Eqd.2) and (13) are based upon the it is still useful to compare the calculation with the measurement.
argument that in the diffuse limit, it is impossible to distinguisiThe measured external thermal conductivity of PECVD S
which side phonons are originated. This model is at best estinteetween 0.8 and 1.0 W/mK at 30JK], when the film thickness

102: LI v LI M 102. T T T T T T T
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J ——ELASTIC SiOZISI
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(a) )
Fig. 3 Thickness dependence of the thermal boundary resistance, (a) for diamond/Si, (b) for
Si0,/Si
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(a) and (b) for diamond/Si, (c) and (d)

is between 32 and 190 nm. The measured results cannot be ext is also noted that in Fig. 4(kthe internal thermal conductiv-
plained using the size effect nor the intrinsic TBR as calculatéty value forP=0 are smaller than the values fBr=0.95, for the
here. Possible reasons for the observed reduction of the therffilals with a thickness below 1.am. This trend, predicted by the
conductivity of SiQ films include the porosity and a larger TBRinelastic model, is reversed for films with a thickness greater than
probably caused by the increased disorder at the film/inteffce 1.5 um for diamond/Si system. This behavior can be connected to
It is also worthwhile to point out that the heat conduction mechéig. 3(a), which shows a slight increasing trend of TBR as the
nisms in amorphous materials are not clear at this stage and fitra becomes thicker. This trend is caused by the fact that
BTE based picture may be inappropriate. Cahill and P2Bland phonons reaching the interface come from different locations ad-
Morath et al.[23] explained the heat conduction in amorphougacent to the boundary. For the diamond/Si system, the large in-
solids on the atomic scale in terms of the transport by a randderface reflectivity accumulates more hot phonons originated fur-

walk of energy rather than by propagating phonons.

1
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Fig. 5 Thickness dependence of TBR with and without internal
heat generation

Journal of Heat Transfer

ther away from the interface, creating a larger TBR and a smaller
internal thermal conductivity.

Figure 5 shows the TBR of the diamond/Si interface with in-
ternal heat sources. Two types of interface conditions are studied
with P=0.0 andP=0.5. The free surface was set to (i¢ black
with a fixed temperature an@) adiabatic. When the free surface
is black, the TBR obtained for the case with internal heat genera-
tion is the same as that without internal heat generation. In other
words, if the free surface of the film is still a black phonon emit-
ter, the internal heat generation has no effect on the TBR. This is
because the profile of the phonon intensity incident onto the in-
terface is the same except that the whole curve of phonon inten-
sity moves up. However, when the free surface is adiabatic,
phonons incident onto the interface are affected by the reflection
at the free surface. More phonons which are originally reflected
can transmit through the interface due to multiple reflection, pro-
ducing a smaller TBR. The TBR increases with increasing film
thickness and approaches the value for black surface when the
thickness is very large.

Figure 6 compares the temperature distributions for the dia-
mond film with an internal heat source by using both Fourier's
law and the BTE. The temperature distributions determined by
Fourier’'s law are calculated in two ways: one is with the internal
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Nomenclature

= volumetric specific hegtl/ntK]

= exponential integral function
thickness of film[m]

phonon intensityfW/m?.sr]

thermal conductivityf W/mK]
interface specularity parameter

= thermal boundary resistanf&m?/W]
phonon reflectivity

internal heat sourcBA/m°]
temperaturgK]

emitting temperature of phonofk]
group velocity[m/s]

coordinate

= mean free patfim]

dimensionless temperature
thermal conductivity plus a TBR determined from the solution of ¢ = angle[rad] .

the BTE, the other one is with the external thermal conductivity. p = density[kg/m’]

Results for both a black surface boundary condition and an adia- # = directional cosing = cos()]

batic surface boundary condition are presented. It can be seen thatx = dimensionless phonon frequency
the BTE method predicts a lower temperature profile than Fouri- 7 = relaxation timefs]

er's law using the internal conductivity, while the profile is higher ¢ = dimensionless coordinate

than that using the external thermal conductivity. The difference 7 = dimensionless scattering strength
of the temperature predicted by the BTE and Fourier's law meaggibscripts

that the states of the phonons deviate from equilibrium states.

DIMENSIONLESS TEMPERATURE

= TBR CALCULATED WITH ADIABATIC SURFACE
= = TBR CALCULATED WITH BLACK SURFACE

TOX—=T0
I

Py
<
N

Il

| N M R,
0.0 0.2 0.4 0.6 0.8 1.0
DIMENSIONLESS COORDINATE (z/h)

Fig. 6 Distribution of dimensionless temperature as a function
of dimensionless coordinate for diamond  /Si. The temperatures
are normalized to heat flux.

%®>Ncm_‘—|(/)
Il

d = diffuse
. s = specular
4 Conclusions U = Umklapp scattering

This work develops a unified model based on the BTE and 1 = medium 1
interface scattering mechanisms to study the interplay between the2 = medium 2 )
size effects and the TBR. The major results can be summarized a$2 = from medium 1 to medium 2

follows: Superscripts

1 The total thermal resistance across a film consists of two 0 = equilibrium
parts: one is the effective thermal resistance within the film, and + positive direction
the other one is the thermal boundary resistance at the interface— = negative direction
Both res!stances may be dependent_ upon the fil_m thickness ?@oreviations
the physical properties of the two adjacent materials.
2 For the diamond/Si system, it is found that both the effectidFP = mean free path
thermal resistance and the TBR are strongly dependent on theR = thermal boundary resistance
interface specularity. Thus the total thermal resistance is mainly
determined by the interface conditions. The results indicate tlr}&\b endix A
the TBR is a dominant factor in the cross-plane thermal conduc P

tivity of diamond thin films. Intensity Equations for Black Surface. Equations used to

3 For the SiQ/Si system, the effective thermal conductivity ofca|culate intensity/temperature distributions and thermal conduc-
the film is independent of the specularity parameter, because Sifdities are simplified as

and Si have very similar physical properties and because the short N

phonon MFP inside Si© Neither the size effect nor the interface, o, .»_ 50 (et e

specularity is important for this system. 219 =PI%(Ty) fo Raze T du+ (1—P) TgoiEx( €)1 5(Te)
4 The temperature profile for diamond films with internal heat

generation predicted by the Fourier theory using the internal ther- o o

mal conductivity and TBR calculated from the BTE is closer to, FE2(én—E17(T2) +2(1-P)Ry1E2(€) | Ea(&n)17(T2)

but higher than, that obtained directly from solving the BTE. The

temperature profile calculated by using the external thermal con- éh

ductivity, which is often obtained from experimental measure- +f |°(§1)Ez(§1)d§1}

ment, deviates far from that by the BTE, especially at the inter- 0

face. Large temperature jumps occur at the interface for the & 1 1

diamond/Si system because of the interface mismatch. The pres- + PJ |°(§1)J e TR —dudé,

ence of the internal heat generation affects the TBR and thus the 0 0 M

external thermal conductivity when the film is thin.

1 &n
0 —¢l 0
From this study, it is clear that extreme care must be taken +PIN(Te) fo tsoe” dp+ fo 1%(£)E4 (|1~ € dé,
when applying the thermal conductivity measurement results for
thin films obtained under one configuration to other situations. (A1)
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1 13 1 &
1 (& 1) = ;PRslzefﬁh’“fo“l°<§1>e*fl’”d§1 1 (6 o) = ;PRslze*fh’#Johl°(§1>e*f1“‘d§1

+PRye” #n110(T,) + Ptge /#10(T,)

5
+2PR51297§'“/’LJ hM' (&, u)du+4(1-P)
+2(1-P)Ryy e~ S HE5(£,)1°%(T,) 0

1 (& — & 1o
+—f 19&)) el lndg, X Ry "' “E3(&h) O/LI (én p)du
M Jo

—&pluy 0 &
+(1=P) Ty h#1%(Te) _,_if h|0(§1)e<§r§h)/ﬂd§1+ Pty,.e i/m0(T,)
M Jo

&
+2(1_P)Rd1297§hmf h|0(§1)E2(§1)d§1- &

° +2(1—P)Rgye bk f 19(£1)E(£1)dé;
(A2) 0

For room temperature and higher, the phonon intensity can be +(1=P)Tgpe™ 0 #19(T). (B2)
expressed ab’(T)=1%(T,) + Cv/4w(T—T,). In the calculation, The reference point is set &t, the equivalent phonon tempera-
the above two equations are simplified by settiig=0, which ture of the substrate at the interface. The intensities are normal-
can be justified as follows. Suppose that the whole system isiz¢d againsSA.
equilibrium with T, (this can be achieved by letting,=T,), the
above two equations still hold. By subtracting the two equilibriurﬁze]cererlces
equations from (A1) and (A2), and dividing all terms by [1] Tien, C. L., Majumdar, A., and Gerner, F., 1998icroscale Energy Trans-

_ 5 ; port, Taylor and Francis, New York.
Cu/4m(T,~Te), two new equations are obtained. These tWo NeW |, c.riy ‘5 G Fischer, H. E., Klitsner, T., Swartz, E. T., and Pohl, R. O., 1988,

equations can be written down by replacidg (&,) with “Thermal Conductivity of Thin Films: Measurements and Understanding,” J.

Aml T (£)/Cu(Ty—Te), 19(&) with T—To/T,—Te, 19(Ty) =1, Vac. Sci. Technol. A7, pp. 1259-1266. _

andIO(T )=O [3] Swartz, E. T., and Pohl, R. O., 1989, “Thermal Boundary Resistance,” Rev.
e : Mod. Phys.61, pp. 605—668.

The equilibrium temperature at the substrate side of the inter{4] majumdar, A., 1993, “Microscale Heat Conduction in Dielectric Thin Films,”

face,T*, should be calculated from the phonon intensities coming  ASME J. Heat Transfer115, pp. 7-16.

from the fr rf f th r nd th honon netr ] Chen, G., and Tien, C. L., 1993, “Thermal Conductivities of Quantum Well
om the free surface of the substrate and those phonons penet é§ Structures,” J. Thermophys. Heat Transféy,pp. 311-318.

Ing throuqh the interface from the film side: [6] Little, W. A., 1959, “The Transport of Heat Between Dissimilar Solids at Low
Temperatures,” Can. J. Phy&7, pp. 334-349.
1 [7] Lee, S.-M., and Cahill, D. G., 1997, “Heat Transport in Thin Dielectric
219T*)=19%To) + P | (Reql%(Te) +tgiol ~(0,—))dp Films,” J. Appl. Phys.81, pp. 2590-2595.
0 [8] Goodson, K. E., Flik, M. I, Su, L. T., and Antoniadis, D. A., 1993,

“Annealing-Temperature Dependence of the Thermal Conductivity of
LPCVD Silicon-Dioxide Layers,” IEEE Electron Device Lettl4, pp. 490—
. 492.
[9] Goodson, K. E., Kading, O. W., Rosler, M., and Zachai, R., 1995, “Experi-
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o We consider the flow of humid air over fin-tube multi-row multi-column compact heat
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exchangers with possible condensation. Previously published experimental data are used

K. T Yang to show.that a regression analysis for the best-fit correlatiqn qf. a prescribed form does

* i not provide an unique answer, and that there are small but significant differences between

Rodney L. McClain the predictions o_f the different corr_elations thus obtained. It is also shpwn that it_ i_s more
. accurate to predict the heat rate directly rather than through intermediate quantities like

the j-factors. The artificial neural network technique is offered as an alternative tech-
Department of Aerospace nique. It is trained with experimental values of the humid-air flow rates, dry-bulb and
and Mechanical Engineering, wet-bulb inlet temperatures, fin spacing, and heat transfer rates. The trained network is
University of Notre Dame, then used to make predictions of the heat transfer. Comparison of the results demon-
Notre Dame, IN 46556 strates that the neural network is more accurate than conventional correlations.
[DOI: 10.1115/1.1351147

Keywords: Artificial Intelligence, Condensation, Convection, Heat Transfer, Heat Ex-
changers

1 Introduction The problem of accuracy in condensing heat exchangers predic-
For the design of a thermal system it is often necessary ftions is addressed by an alternative approach gsing artificial neural
selection purposes, to predict the heat transfer rates of heét ﬂégworks(ANNs). ANNS have be_en d eveloped in recent years and
Lo ed successfully in many application areas, among them thermal
é}qSineering[S]. Some examples are heat transfer data analysis
, manufacturing and materials procesdfii¢8], solar receivers

'], convective heat transfer coefficiefi®], and HVAC control

complex devices, the complexity being due both to the geome
and to the physical phenomena involved in the transfer of he

For a heat exchanger operating with humid air, e.g., in refriger, 1]. Previous work on the prediction of heat rates in heat ex-

tion and air-conditioning applications, some of the moisture in t angers without condensation has been reported by Zhao et al.

air may condense on the fins and tubes. Condensing heat exchaigy and Diaz et al[13]. The most attractive advantage of the
ers have been studied by Jacobi and GoldschfdijtSrinivasan method is that it allows the modeling of complex systems without

and Shalj2], Ramadhyanii3], and Jang et a[4], among others, requiring detailed knowledge of the physical processes.

using heat and mass transfer co_e_fflc[ents. Physical Processes r¢n the present work, we are interested in using ANNs for the
lated to the latent heat and modification of the flow field by thgyediction of the performance of heat exchangers with condensa-
water film or droplets increase the computational difficulty of thgon, There is a body of published experimental data related to this
problem, and numerical calculations entirely based on first prigroblem that we will use. First, the procedure for obtaining cor-
ciples are not possible. Experiments must be carried out, usua@ations using a least-squares regression analysis will be studied
by the manufacturers for each of their models, to determine thgth special regard to the multiplicity of the result. Second, we
heat rates as functions of the system parameters like the floWll consider the advantages of predicting the heat rate directly,
rates, inlet temperatures and fin spacing. The experimental infgistead of using-factors to determine the transfer coefficients
mation must then be transferred in some way to the user of tfiem which the heat rates have to be calculated, as is usually done.
information who needs it to predict the heat rates under differeRinally, the heat rate will be computed using artificial neural
operating conditions. One way is to provide the heat transfer ceetworks.

efficients. However, these are not constant but vary considerably
with operating conditions, and can thus provide only very rou . .
approximations. A better and more common procedure is to cofn- Published Data and Correlations

press information about the heat transfer coefficients by means oExtensive experimental data from five different multiple-row
correlations so that variations with respect to the operating paramultiple-column plate-fin type heat exchangers with staggered
eters can be taken into account through standard nondimensidb&les were obtained and published by McQuistt#,15]. Be-
groups. Usually the form of the correlation cannot be totally jusause of their importance to applications such as air-conditioning
tified from first principles; it is selected on the basis of simplicit@nd refrigeration these data and the corresponding correlations
and common usage. Estimated errors in heat rates from corrdlave become standards in the field. The fluids used were atmo-
tions are normally larger than the experimental error, beirgPheric air flowing through the fin passages and water inside the
mainly due to the data compression that occurs through the Cg,rbes. The conditions were such that, for certain cases, condensa-
relation process. Another reason for inaccuracy in predictionstign would occur on the fins. The nature of the air-side surface,
that, for most forms of correlating functions that are used, a lea&€- Whether dry, covered with condensed water droplets, or cov-
squares analysis of the error gives multiple sets of values for tREed With a water film, was determined by direct observations and

constants indicating that a local, rather than a global, optimum ¢ggorded. All five heat exchangers had a nominal size of
of values may have been found. 127 mmXx 305 mm, were geometrically similar but with different

fin spacings. A schematic with the geometrical parameters and
Contributed by the Heat Transfer Division for publication in tf@RNAL OF dlmen_5|ons is shown !n Fig. 1. It_ must be noted that, even when
HEAT TRANSFER Manuscript received by the Heat Transfer Division January 12t,h¢re 1S nlolqondensathn’ analysis of the data shows that the spe-
2000; revision received October 3, 2000. Associate Editor: R. Mahajan. cific humidities at the inlet and outlet vary by as much as 150
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percent. This discrepancy may be due to heat losses betweenltiveed for determining the air-side heat transfer coefficients under
locations at which the temperatures were measured and the rematdensing conditions using the enthalpy difference as the driving
exchanger. The data for dropwise and film condensation coyidtential. The correlations that were obtained are
also have been similarly affected.

McQuiston[15,16]was interested in predicting the air-side heat A\ 015
transfer. He used high Reynolds-number turbulent flow on the P 04
water side so that its heat transfer coefficient, which could be 15=0.0014+0.2618 Rg A(Atb) f<(9) @)

estimated from the Dittus-Boelter correlation, was much higher A\ 015
than that on the air side and thus introduced little error. He defined jt=0.0014+0.2618 Rgo"‘( _) f(5), 2)
the air-side heat transfer coefficients using the log-mean tempera- Atp

ture difference for the dry surface. A similar procedure was folwhere

1.0 for dry surface
S -1
fo= (0.90+4.3><10’5Re};-25)(ﬁ) for dropwise condensation A3)
0.84+4.0x10 ° Re}?® for filmwise condensation
1.0 for dry surface
F) 4
(0.80+4.0x10°° Re}gz‘r')(ﬁ for dropwise condensation @
= —
F) 2
(0.95+4.0x10°® Re},:%)(E for filmwise condensation
I
_ h, P Gray and Webld17] added data from other sources to find a
js= Gecoa P23, Jt:G—’C sé (5) different correlation
GCD GC5 A 4 Xa Xp Xp 70.502( 5—t 0.0312
Re, = , Re=——, —=— 2 _¢, 6 i.=0. 50328 2 -
& . 5= Ap 7DD’ (6) js—=0.14Rg E(xa 5 ) for dry surface
wherej is the Colburnj-factor for the sensible heat angis that @)
for the total heat. Of course, in the dry case the two are the same. . o
The range of validity of the correlation was also given. with its corresponding range of applicability.
3 Multiplicity of “Best” Correlations
) Let us look at a regression analysis to find the best correlation
'5{' 1 for the dry surface, the procedure for the other cases being similar.
T The general form of this correlation, as proposed by McQuiston
[16], is
A —d
Js:a+bRe5°(—) : ®)
Atp
QO
4\ QO In a least-squares method the difference between the measured
% @ 0 and the predicted values ¢f is minimized to determine the con-
e Q stantsa, b, ¢, andd in the above equation. This is done by calcu-
oy lating the variance of the error defined as
D ®\ O
= I Q My
L S (95 (PP 9
~.] S = — P H ,
@\ QO is M1i=1 Is)i Is)i
/@\ O . where ()7, fori=1,..M,, are the experimental measurements
7 '@@\ and (¢)P, fori=1,..M4, are the values predicted by E().
‘-ﬂ»/»/ ok SJ-S(C) is a smooth manifold in a five-dimensional space, where
«ﬂ“w i ) /@\ C=(a,b,c,d) is the vector of unknown constants, and a search
N o must findC such thaISJ-S(C) is a minimum.
e’ o RS This procedure was carried out for tiM,; data sets. It was
« « found thatS]-S had multiple local minima, the following two being
Fig. 1 Schematic of a compact fin-tube heat exchanger examples.
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%107 Table 1 Comparison of percentage errorsin -~ j, j,, and Q pre-
4 : : : l ; : : : dictions between various correlations and the ANN
3 5__i ______ 4: 777777 J ______ J ______ 4: 777777 4: ______ j ______ _E__ Surface Prediction method Js Ji Q
e i | | | i | | McQuiston (1978b) | 14.57 | 14.57 | 6.07
! ! | | | § | ! Gray & Webb (1986) | 11.62 | 11.62 ] 4.95
| Dry Eq. (10) 81 | 81 | 384
! Eq. (15) 93 | 03 | 3.84
E ! ANN 1.002 | 1.002 | 0.928
| | McQuiston (1978b) | 8.50 | 7.55 | 8.10
| | Dropwise Minimizing S; 9.12 | 943 | 991
. J Minimizing Sy — [ 17.76 | 427
3 i | ANN 3.32 | 3.87 | 1.446
4 4 —i ! MecQuiston (1978b) 9.01 | 14.98 | 10.25
! i ! i ! : Filmwise Minimizing S, 832 | 10.80 | 10.44
i ! . . 4 4 3 . Minimizing S, — 1897 4.34
| A | B ANN 258 | 3.15 | 1.960
0_0'.2 (') 0.'2 0!4 0,I6 0I8 } 1.'2 Combined ANN 4.58 | 5.05 | 2.69
Z
Fig. 2 Section of the surface S, (a,b,c,d); A is the global The same global search procedure has been followed to find the
minimum; B is a local minimum best correlations for dropwise and film condensation by first fixing

the constants found for the dry surface and then searching for the
additional constants that Eg®) and(4) have. The results of the
correlations for the dry surface are shown in Table 1 as “Eq.
—0.0187 (10),” and for the wet surfaces as “Minimizin§; .” The table
) shows the ability of the correlations to predict the same data from
which they were derived. The errors indicated are the root-mean-
(10) :
square(rms) values of the percentage differences between the
) _ oaso] A |00 predicted and experimental data. The results of the correlations of
Correlation B: js=—0.0057+0.0562 Rg A McQuiston[16] for all surfaces and Gray and Wepb7] for dry
‘b (11) surfaces only are also shown; as claimed, the latter is seen to
o . o perform better than the former. The correlations found here using
Superficially, the two qorrelatlons appear to be quantitatively dife global search technique are much better than the previous
ferent, and are both different from Eq). correlations for the dry surface, slightly worse for dropwise and
Figure 2 shows a section of tt&_surface that passes throughgjightly better for filmwise condensations. Some of the differences
the two minima,A andB. For clarity the location coordinateis could be due to possible elimination of outliers by previous inves-
such thatC=C,(1—-2z)+Cgz, where C,=(a,b,c,d), and Cz tigators; none of the published data has been excluded here.
=(a,b,c,d)g correspond to the two minima. These two minimum
values of§;_are within 17.1 percent of each other and the corret  Direct Correlation of Heat Rate

spondingj predictions are within 3.7 percent. Thus the error in
heat rate prediction would increase somewhat if the higher mir}'g
mum is chosen instead of the lower one.

Multiplicity of minima of the error surface comes from the

; ; _oorrd A
Correlation A: js=—0.0218+0.0606 Rg ™ A
th

Using the method of the previous section to determine the heat
te, which is what the user of the information is usually interested

in, one must find thg-factor first, then the heat transfer coeffi-

. . . cient, and finally the heat rate. The procedure gives some gener-
mathematlca_l forr_n of the correl_atlng function ass“”?e.d’.@ﬂ’v- ality to the results since different fluids and temperatures can be
and the Qonhn.ear.ny. of the functicg;, Eq.(9), to be m|n|m|;gd. used. If accuracy is the goal, however, it may be better to correlate
Faced with this, it is natural to search for the global minimunthe heat rate directly, as will be investigated in this section. The

among the various local minima &_ which would then behe  dry-surface case is discussed in some detail, and for the wet sur-
best correlation. One of the ways in which this can be done is lfigces the procedure is similar.

a genetic algorithni18]. In fact, correlation A above is found to Using the water-side heat transfer coefficient defined on the

be the global minimum. basis of the log-mean temperature differefit&], the heat rate is

1- eXp{UA[(mWCp,W)il_ (macp,a)il]}

Y= (Tin_in 12
Q ( v a) (macp,a)71_(rhwcp,w)ileXp{UA[(mwcp,w)71_('".r151(:p,.31)71]}7 ( )
[
where 1 M
L ~Ne__ AP12
So=qy; &, [Qk- QR (14)

23\ -1
A Pry

U=s|—+ ———
Auhy ﬂGcCp,aJ s

(13)

andj is given in Eq.(8). To find the constants in the correlationmust be minimized. A genetic-algorithm based global search re-
the mean square error of the heat transfer rates sults in a correlation, which when converted t@-factor is
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A —0.0137 35 T T T
js=—0.0479+0.0971 Rg°-°63‘( A—) , (15)
tb -
30t .
which is different from Eqgs(1), (10), and(11), all of which have T
been obtained from the same data. 25l |

The results of using direct correlation of the heat rate are als¢
shown in Table 1 as “Eq(15).” The percentage error is 3.84
percent, which is the same as that given by @€). However, if  R20f
we compare the absolute, dimensional rms error, direct correlatio 5
of heat rate shows an error of only 158.6 W, compared to an errof js|
of 272 W from thej-factor correlation; this is an improvement of
41.7 percent. The global minimization 8f does not necessarily

imply the global minimization ofS, . The difference of the pre- 1op
dictions inj¢ is 14.8 percent between the two methods.
A similar procedure was followed to find the correlations jfpr 5r
under wet-surface conditions, and the errors are given in Table
under “Minimizing Sq”. The direct correlation of dimensional 0
heat rate gives predictions that have 56.9 percent less error con ¢ 20 W by @ 80 100

pared to the-factor correlation for dropwise condensation and

58.6 percent for film cpndensation. Thus, predict.ing the heqt r3ify. 3 ANN prediction errors versus percentage of data used
rather thanj-factors gives more accurate predictions. This igy training; — X— error E, using training data; — O- error E,

somewhat expected since fafactor assumes the existence of theising data not used for training; — ¢ — error E using complete
heat transfer coefficient, whil® does not. data. Error bars indicate standard deviations. The E, and E
curves have been shifted horizontally by =~ —1 percent and 1 per-

cent, respectively, for clarity.

5 Artificial Neural Networks

ANNSs offer an attractive alternative to the correlation method he M ilabl ts of . tal dat first doml
discussed in the previous sections to predict the performance of ne M available sets of experimental data are first randomly
rted to avoid introducing any bias in the selection process and

heat exchangers. Although there are many different types of nelr-. ) . ;
ral networks, the feedforward configuration has become the m‘ggglr_order is then fixed. Only the f'rMa.Of these are chosen for
widely used in engineering applicatiofis9]. This consists of a Uaining and the redvl,=M —M, kept aside for the moment. The
series of layers, each with a number of nodes, the first and | @[Ct'on !JSEd for training is thuBs=M,/M. The rms values of
layers being the input and output layers while the remaining atec "elative output errors

hidden layers. The nodes of each layer are connected only to those 1 Ma [ p_ie 27112
of the layer before and the one after. The connections are associ- S = _2 M (16)
ated with weights and the nodes with biases. These can be ad- QI M, 51 Q°

justed during the training procedure using known data: for a given

input the actual output is compared with the target output, and te calculated at each cycle of the training process in order to
weights and biases are repeatedly adjusted using the backprépeluate the performance of the network and to update the
gation algorithm[20] until the actual differs little from the target weights. Heré =1,...M,, whereQP are the predictions, anQ®
output. All variables are normalized to be within tf&15, 0.85] are the experimental values of the heat rates. A reasonably low
range. Further details are in Sen and Y& level of error, Sec';’ in the training process is obtained with

; ‘e . 250,000 cycles, which is the same for the rest of the procedure.
5.1 Separation of Data for Training and Testing. The ’ D L . )
ANN Sstructure chosen for the present analysis consists of fo rAfter the training is finished, three different data sets are tested:

layers: the input layer at the left, the output layer at the right a ) the sameé, data that were used for training are test@d the

two hidden layers. This 5-5-3-1 configuration, where the numbersP data left out of the training process are tested, égjdhe
stand for the number of nodes in each layer, is similar to t é)mpleteM data sets are tested. I.n each case the percentage error
schematic shown in Fig. 4 which is used in the next section for t gtween the predicted and experimental values are calculated, be-

heat exchanger analysis, the only difference being that the foultd Ea. By, andE, respe_ctlvely. Wlthout reordering t.M data
layer has only one output, the heat rate. The inputs to the netw: s the procedure described above is repeated for different values

o : : ~ of the percentage of splitting, i.eRs=10 percent, 20 percent,...,
correspond to the air-flow Reynolds numberDReanIetinalr dry 90 percent, 95 percent, and 99 percent. The exact shape of the

in i ; i
bulb temperaturd 3 4p, _mIet ar Wet'b“"? temperaturféavwb_, N error versud curve depends on the initial order of the data sets,
let water temperaturé'w, and fin spacings. The output is the put some general features can be identified.
total heat rat&). For testing the trained ANN, the variablesfRe  To get the overall characteristics of the error, the curves were
adb: Tawb: Tw. andéare input and the correspondi@f are calculated ten times and the results averaged to remove the influ-
predicted. ence of the initial random ordering of the data sets. Figure 3
A total of M =327 experimental runs were reported by Mcshows the average error in prediction calculated in the three dif-
Quiston[15] for three different surface conditions. The data caferent ways as a function of the training fracti®y. The error
be separated in different ways into training and testing dataz Dibars indicate the standard deviations,, oy, ande correspond-
et al. [13], for example, used 75 percent of the total data setsy to E,, E,, andE, respectively, that resulted from the ten
available for training and the rest for testing. This has two disadifferent curves. From this figure, it can be seen thaPasn-
vantages: first, the data set available for training is smaller thareases the prediction errors for all three cases asymptote, on the
the total amount of information available so that the predictiorserage, to approximately the same values. For RBgy E, is
are not the best possible, and second, if the training data do abtays small since the training and testing data are identical. At
include the extreme values the predictions fall in the extrapolatechall values o, E,, andE are both very large indicating that
range and are hence less reliable. The issue of separating dhensufficient fraction of the data has been used for training. As
complete data into training and testing sets is further analyzedvire increaseM,, better predictions are obtained. Beyofd
the following way. =60 percent approximately the differences in the prediction errors

Journal of Heat Transfer APRIL 2001, Vol. 123 / 351

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



: . . . o
0 0.016 i
o g ,2’;2 s -
0.014 :
g L 509
p a9 |
O 0012 | 0% T >
j, 001 | o g .
O 2 g
® 0,008 - N .
0 L
) 0.006 | o i
0.004 | s
0002t
L I e
0 0002 0004 0006 0008 00 0012 0014 006
input layer hidden layers output layer e
5

Fig. 4 A 5-5-3-3 neural network used Fig. 5 Experimental versus predicted j; for heat exchanger

with dry surface; + ANN; <1 McQuiston [16]; O Gray and Webb
[17]. Straight line is the perfect prediction.

for all data sets are small. The same trend is observed fosdhe
which become smaller aBs— 100 percent, indicating that the
prediction is somewhat insensitive to the initial random ordering
of the data. Near the end, howeverPat= 99 percent for example,
o, becomes large again because nibly is very small and the

error depends greatly on the data set that is picked for testing. 0018 f ' ' ’ ' ' S

From this exercise one can deduce that, in this case at least, oors | o
more than 60 percent of the available data is used for training, th ™ e
results will be essentially the same. In the rest of the paper we us 4L A G
all of the available data for training, and use the same for testing A e
This gives us the best prediction over the widest parameter rangc 0012 ¢ O
For the correlations also, as is commonly done, the entire data s wor <3 +t,<<1n" |
was used for finding the correlation and testing its predictions. ™ ™ é’“+++a§f<}0%

5.2 Heat Exchanger Analysis. From the total ofM =327 0.008 1 P ik A |
experimental runs were reported by McQuisf@s], M; =91 cor- 0.006 | o 1
responded to dry-surface conditiorid,=117 corresponded to
dropwise condensation, ad ;=119 to film condensation. Fig- 0.004 / ]
ure 4 shows a schematic of the feedforward neural network con -
figuration used for the present analysis. There are four layers it %92[ 7 |
this configuration. The inputs to the network correspond to the 0 , , . , ‘ ‘ : . .
same physical variables described in the previous section. Th 0 0002 0004 0006 0008 001 0012 004 0016 0018
outputs correspond tpy, j;, and the total heat ra®. Thus,j,, iy
ji, andQ are functions of R, Taap, Taws, Tw. andé. For @)
testing the trained ANN, the physical variables are input and the , . .
corresponding®? and jP and QP are predicted. Th¢factors are 0018 | 4
not necessary for the heat rate predictions, but are calculated he A v
merely for the purpose of comparison with the other methods. o016 ¢ POV

As mentioned before, the performance of the network is evalu- .| R i
ated by computing the rms values of the output errors b gﬁ’

M 12 0.012 + e :
1o (ink FK)T d Lok —10%
Se=|— — 17) 5001 - 5% 449 ]
My =1 ik Ry
0.008 1 S 7
at each stage of the training. Now=1,...M,, k=1,2,3, where
OP={js.i1.Q}? are the set of predictions, andOf, 0.006
={js,j1,Q}° are the experimental output values. Several ANN g4 | /ji/
configurations were tested, as inaiet al.[13], and the best
results were given by the fully-connected 5-5-3-3 configuration 9921
which was chosen. A number of 800,000 cycles was selected fo 0 , ‘ ‘ . ‘ ‘ ‘ ‘ .
training to assure a reasonab|y low level of e@[ 0 0002 0.004 0006 0008 00! 00I2 0014 0016 0018
Ji

(&)
6 Artificial Neural Network Results , ) o
. . Fig. 6 Experiments versus predictions for heat exchanger
The ANN results are also shown in Table 1 along with those qiith dropwise condensation;  + ANN; </ McQuiston [16].

correlations previously discussed. For all three surfaces, the ANditaight line is the perfect prediction:  (a) sensible heat j; (b)
predictions are much better than any of the correlations. It is aftal heat j,.
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Fig. 7 Experiments versus predictions for heat exchanger

with film condensation;
is the perfect prediction:

+ANN; < McQuiston [16]. Straight line
(a) sensible heat j; (b) total heat j,.

shown. In all the figures, the straight lines indicate equality be-
tween prediction and experiment. The accuracy and precision
given by the ANN is remarkable. There are some data points in
Fig. 5—7 that are outliers and can clearly be eliminated to improve
the predictions, if desired.

The experimental measurements reported by McQuibidr
were classified according to a visual procedure. For dry surface
conditions this method is relatively reliable, but under wet condi-
tions it is very difficult to distinguish between different forms of
condensation by simple observation. One can ask if this visual
information is really necessary, or if the data can be separated
using some pattern recognition procedure. One of the simplest is
numerical clustering using lemeans algorithmji21]. We use this
method to classify the data into three groups, with all variables
normalized in thd0, 1]range.

Table 2 shows the percentage of data sets of all three surface
conditions that belong to a particular cluster I, I, or lll. These
results show that cluster | clearly corresponds to dry surface con-
ditions, while the situation is less crisp for clusters Il and Ill. The
difference between the dry and wet wall data would have been
sharper if only two cluster¢dry and wet wall)had been used.
Each of the three clusters is analyzed separately to train three
ANNSs using their respective data sek$,=81 for cluster I,M,
=66 for cluster Il andVl,;, = 180 for cluster Ill. The total heat rate
errors given by the ANN procedure are 0.866 percent for cluster I,
1.626 percent for cluster Il and 1.242 percent for cluster Il which
are of the same order for data separated by visual observation.
Visual information is thus not really necessary and the clustering
technique is a viable alternative that produces equally good
predictions.

7 Conclusions

Correlations found from heat exchanger experimental data us-
ing a regression procedure are often non-unique. In this case a
global error minimization algorithm, rather than a local procedure,
should be used. We have shown that there can be small but sig-
nificant differences between the two. Furthermore, the correlation
that is obtained can only be as good as its assumed functional
form. It must also be pointed out that heat transfer coefficients are
defined upon the assumption of a characteristic temperature dif-
ference and their usefulness depends on the similarity of the tem-
perature profiles. In other words, if the temperature distributions
are always identical except for a constant, this constant is the only

interest to note that the ANN gives better prediction for dry sufiuantity needed to determine the heat flux at the wall. With prop-

faces than for wet. This is expected since the physical phenomé’iﬁ/
associated with condensation are more complex.

variations, condensation, laminar and turbulent flows, and
many other phenomena present, this is often not the case. The

To determine whether the network based on training data Seﬁguation is worse for mass transfer during condensation, since its
rated by some physical condition would perform better than affte is clearly not proportlon_al to the en;halpy difference. T_hus it
other trained with the combined data set. the entire set of Mins'S better to develop correlations to predict the heat rates directly,

was combined to train a single ANN. The error, shown in Table gther than intermediate quantities like thfactors that assume
under “Combined,” is larger than the ANN prédictions for ingi-the existence of transfer coefficients. In addition, the user of the

vidual cases, indicating that this ANN has more difficulty in gitinformation is usually interested only in the overall heat rate and
ferentiating between the different physics involved. HowevePOt in intermediate variables like the heat transfer coefficients.
even then the predictions of the total heat rate have errors of the\rtificial neural networks do not have the drawbacks of corre-

order of only 2.7 percent.

lations, and are an attractive alternative that can be used to accu-

Comparisons of ; andj, under dry and wet-surface conditionsrately model the thermal behavior of heat exchangers without
between the previously published correlations and the ANN rgeed to assume a functional form for the correlation nor an accu-

sults are shown in Fig. 5—7. For the dry surface there is only o

e mathematical model of the details of the process. We have

j-factor, but under condensing conditions boh and j, are shown that they can predict the behavior of heat exchangers under

Table 2 Percentage of data sets of different surface condi-

tions that fall in different clusters

Surface I I I
Dry 89.01 | 10.99 | 0.00
Dropwise | 0.00 | 29.06 | 70.94
Filmwise | 0.00 | 18.49 | 81.51

Journal of Heat Transfer
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dry and wet conditions and their predictions are remarkably more
accurate than those from correlations. The network is able to catch
the complex physics in a heat exchanger very well. In the end, the
error in the predictions of the neural network is probably of the
same order as the uncertainty in the measurements, which is the
best that can be expected.

ANNs also have some limitations. They do not provide any
physical insight into the phenomena in which they are used, but
then neither do correlations. The training of the network may be
computationally expensive though its subsequent use for predic-
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tion purposes is not. For users with PCs, which is how most de- e = experimental value
sign is currently done, it is quick and easy to use. One issue that in = inlet
needs to be looked at in greater detail is the range of validity of p = predicted value

the predictions as a function of the range and density of the train- s
ing data set. Though research in this and related areas is ongoing, t
the neural network technique is currently a viable and accurate w
alternative to conventional correlations.

Nomenclature

= total air-side heat transfer arfa?]
= surface area of tubes without fifis?]
= water-side heat transfer arga?]

= correlation constants

= vector of unknown constants

= specific heafJ/kg K]

= tube outer diametdm]

= hydraulic diametefm]

= error corresponding to procedufe)
= error corresponding to procedu(@)
= error corresponding to procedu(ie)

= functions

= air mass velocity based in free-flow argay/n? s]
= heat transfer coefficiedtV/m? K]

= total (enthalpy)heat transfer coefficierikg/n?]

= Colburnj-factor

= total number of experimental data sets

= number of data sets used for training

= number of data sets used not used for training
= number of data sets with dry surface

= number of data sets with dropwise condensation
= number of data sets with film condensation

= mass flow ratg¢kg/s]

= {js,it,Q} for runi

= Prandtl number

= percentage of splittinfpercent]

= heat transfer rate between fluipa/]

= Reynolds number based in the diameter

= Reynolds number based in the fin spacing

= Schmidt number

= root mean square error

= variance of total heat transfer rate error
= variance of the Colburfactor error

= fluid temperaturgC]

= fin thicknesdm]

= overall heat transfer coefficiefitv/m? K]

= synaptic weight between nodes

= tube spacing in the longitudinal directi¢m]
= tube spacing in the transverse direct{om]
= section coordinate i|$,-S surface

Greek Symbols

IE”«EI

Oa
Op
Ot

Subscripts and Superscripts

a
db

354 /

Vol. 123, APRIL 2001

fin spacing[m]
bias
fin effectiveness

dynamic viscosity of fluidkg/m s]
standard deviation in procedu(e)
standard deviation in procedu(a)
standard deviation in procedue)
ratio of free-flow cross-sectional area to frontal area

air side
dry bulb

sensible
total
water side
wb = wet bulb
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Influence of Flow Regime, Heat
Flux, and Mass Flux on
s.e.eyan | Electrohydrodynamically

Outokumpu Copper,

Franklin, KY 42134 Enhanced conVBCtive BOiIing

J. Seyed-Yagoobi

Department of Mechanical Engineering, The influence of quality, flow regime, heat flux, and mass flux on the electrohydrodynamic
Texas A&M University, (EHD) enhancement of convective boiling of R-134a in a horizontal smooth tube was
College Station, TX 77843-3123 investigated in detail. The EHD forces generated significant enhancements in the heat

transfer coefficient, but the enhancements were highly dependent on the quality, flow
regime, heat flux, and mass flux. The experimental data provided evidence that an opti-
mum EHD enhancement exists for a given set of these variables with a specific electrode
design. However, experimental data also provided evidence that the EHD forces can
drastically reduce the rate of heat transfer at certain conditions.
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Introduction heat fluxes of 10 kW/for less except that by Salehi et &l]

which was at 25 kW/fh The occurrence of the maximum en-

vest?vssll\:)/giIiarllndhee‘gttl\t/;neg‘gfg?g?c?r?ttinwc?g;?dks)efi?\r I(;Tg\),g\émg dca(?‘%ncements at different qualities for the different researchers is
9 y 9 P marily due to the electrode designs, the geometry of the heat

researched. An active method, which has been recently inve }Ensfer surface, and the operating conditiéreser to Table 2).

ited amount of research is, in part, due to an incomplete fundg,_mm-diameter rod electrode was suspended. The premature
mental knowledge on EHD enhanced heat transfer. dryout was attributed to the dielectrophoretic force component
EHD enhancement of convective boiling heat transfer featurg§iscussed in the next sectiogausing the liquid at the tube sur-
several distinct advantages over conventional passive metho@ge to be attracted to the energized electrode at the center of the
One is the ability to vary or control the boiling heat transfer coppe.
efficient by changing the applied voltage. Another is a significant Recently, Bryan and Seyed-Yago¢bi developed a theoretical
enhancement in the boiling heat transfer can be achieved wWjtationship between the radial EHD pressure and axial momen-
EHD. Furthermore, the EHD enhancement process contains ty¢h flux and investigated its influence on heat transfer enhance-
moving parts and the electric power input is usually negligible. ment and pressure drop in EHD enhanced convective boiling. It
The largest EHD convective boiling enhancements achievedifas shown that the amount of heat transfer enhancement and the
six of the seven cited references are shown in Table 1 and infgfressure drop penalty were dependent upon the size of the radial
mation on the experimental parameters are given in Table 2. THRID pressure relative to the rate of the axial momentum flux.
maximum EHD enhancements range from 1000 percent locally toThe results, obtained by the various researchers in the cited
an average of 100 percent achieved by Salehi dtldland Yabe references, show the range of EHD enhanced heat transfer in con-
et al. [2], respectively. The large enhancements achieved bgctive boiling. However, the fundamental understanding is in-
Salehi et al[1] were for convective boiling in a downward flow- complete on how the EHD enhancements are affected by changes
ing micro-channel. Salehi et a[1] classified their channels asin mass flux, quality, flow regime, heat flux, operating tempera-
microscale; however, the hydraulic diameter of these channélse, and geometrical characteristics of the heat transfer surface.
was 1.5 mm. This is the only research on EHD enhanced convéte research to date, except for the study by Norris déadland
tive boiling in mm-size channels. All the other references focus dryan and Seyed-Yagoopb] has only focused on demonstrating
EHD enhancements in tubes of the order of 10 mm in diametertime EHD enhancement and measuring the average EHD enhanced
a horizontal flow configuration. There are two primary reasorgeat transfer coefficient. The results presented in this study will
that the enhancement by Salehi et[all was so significant. First, improve the knowledge of how the EHD enhancement is achieved
downward flow eliminates stratification of the liquid in the chanand how it is affected by quality, flow regime, heat flux, and mass
nel and creates a more unstable flow due to vapor and liguldx for a given fluid and electrode design.
density differences. Second, the applied electric field was locally
higher on the heat transfer surfagricrofin tube)because of the
enhanced surface geometry and size of the cylindrical e“ergiZEﬂactrohydrodynamic (EHD) Phenomena
electrode. This higher electric field focused the EHD force on the ] ] ] o
heat transfer surface. All of the maximum enhancements, except "€ EHD phenomena involve the interaction of electric fields
for those achieved by Singh et &], occurred at very low mass and flow fields in a dielectric fluid medium. This interaction, un-

fluxes. Also. all the maximum enhancements were measureddsf certain conditions, will result in electrically induced fluid mo-
tion and/or interfacial instabilities, which are caused by an electric

Contributed by the Heat Transfer Division for publication in tHGUBNAL OF bOdy force. Th.e (_alectrlc bOdy force denSIty a.CtIr.]g on the. mol-
HEAT TRANSFER Manuscript received by the Heat Transfer Division, Mar. 14,eCU|eS of a fluid in the presence of an electric field consists of
1999; revision received, May 15, 2000. Associate Editor: C. T. Avedisian. three terms.
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Table 1 Comparison of EHD enhanced convective boiling results from different researchers. Shown are the different operating
conditions, fluid, applied electric field, EHD power consumption, and the resulting heat transfer coefficient with and without EHD.

G X q" h, henp Ee(10)  Eg(10°) Qerp
Reference Fluid kg/m?s ka/kg kW/m? W/m3K W/m2K Vim Vim W

Yabe et al[2] R123/R134a 33 0.2-0.6 by 500-1000 1050-2000 494  2.02 N/A
Singh et al[19] R123 75 6 50! 800 3800 5.83 1.86 0.34
Singh et al[3] R134a 200 ] 50 2100 4600 5.83 1.86 0.23
Singh[20] R134a 50 04 59 2000 13900 2.22 1.84 0.36
Salehi et al[21] R404A 50 0.8 109 3000 7000 1.66 1.38 0.0
Salehi et al[1] R134a 50 0.6° 259 5000 50000 455 4.04 0.0

aMVleasured at inlet to test section and different from local change of quality in the test section.

bAverage heat flux; this is not constant along test section.

CElectric field is based on radius; local electric field is different due to geometrical shape of surface.

dPower was estimated from power ratio presented by researchers.

®Estimated from Reynolds number presented by researchers; based on cross-sectional area of micro-channel.
Test section heated by hot water.

9Test section heated by resistive electrical heater.

Table 2 Experimental parameters investigated by the various researchers for the comparison given in Table 1

Do L De Tsat G range X range q" range
Reference Tube mm m Electrode mm °C kg/m?s karkg kw/m?2
Yabe et al[2] smooth 10 3.75 perforated tube 5 30 33 & 66 0-0.9 ¢ 4
Singh et al[19] smooth 9.4 1.22 cylindrical 3 25 50-400 0.5 5-20
Singh et al[3] smooth 9.4 1.22 cylindrical 3 25 50-400 0-0.5 5-2¢
Singh[20] microfin 12.7 0.3 helical 9.8 25 50-150 0-0.8 5-30
Salehi et al[21] microfin 12.7 0.3 helical 9.8 25 50-200 0-08 5,10
Salehi et al[1] microfin 12.7 0.11 cylindrical 9.5 25 50 & 100 0-0.8 25

3Annulus resulting from tube and cylindrical electrode is separated into 12 micro-channels, each with a hydraulic diameter of 2 mm.
bMeasured at inlet to test section and different from test section quality.
“Heat flux is averaged and is not constant along test section.

1 1 2¢ charged body neutral body
fo=pE— =E?Ve+ -V Ezp(—) ) (1) -7
2 2 ap T enl-lertgiz;ed g erl'nertgizded
electrode / electrode

Melcher[6] derived Eq.(1) through a thermodynamic approach, L \ Y
with the assumption that the polarization is a linear function of tt ? + - W +
applied electric field and it is dependent on the fluid density. Tt O T o
three terms in Eq(1) stand for two primary force densities acting N YO ground
on the fluid. The first term represents the force acting on the fr. S e?gg;gge e~ \4ll-e'e°"°°'e
charges in the presence of an electric field and is known as 1 I 1 h
Coulomb force. The second and third terms represent the pol (@) (b)
ization force induced in the fluid. Seyed-Yagoobi and Bryah
provide a more detailed discussion on the electrostatic equatic -
Supporting EC] (l) anergized energized . : : -

Figure 1 shows four examples of induced forces on a dielectelectrode electrode 77 T -
fluid medium, which can result from the application of a nonuni G L
form electric field. The electric body force density component + :,G;%:’_
defined in Eq.(1) are responsible for the induced forces on th W N ground
dielectric fluid medium. Schematie) in Fig. 1 is a representation By > 8z ground e >t NS FU s electiode
of fluid motion resulting from the Coulomb force. A charged bod' | slectrode R 1
in a nonuniform or uniform electric field will move along the o
electric field lines and impart momentum to the surrounding fluic )

Free charges can be introduced into the fluid medium by dire . ) ‘ .

injection from an energized sharp electrode resulting in a n SO e are st 10 Sealt o racerare o oo

charge in the fluid. Free charges can also be induced within the

fluid without a net charge build up. This charge induction takesg. 1 Simple representations of electric body force density

place in the presence of an electric field due to a nonuniformity demponents with &, and &, representing the liquid vapor per-

the electric conductivity of the fluid. A nonuniformity in the elec-mittivity, respectively.  (a) Coulomb force, (b) dielectrophoresis

tric conductivity can be a result of a temperature gradient and/dype of polarization force ), (c) and (d) are additional variations

an inhomogeneous fluid. It is important to note that the motion &f the polarization force.

the charged body will depend on whether the charged body is

created by direct injection or induction, the strength of the applied

electric field, and whether the applied field is d.c. or a.c. The lifgolarization force in a nonuniform electric field. For the fluid to

of the charged body will be dependent on the fluid charge relagxperience a net polarization force over a given region, there must

ation time, 7., which is a ratio of the electric permittivity to the be a relative displacement of positive and negative bound charges

electric conductivity of the fluid. in a body by applying an electric field. An induced dipole, result-
Schematic(b) in Fig. 1 represents translational motion, oftering from the displacement of the positive and negative bound

identified as dielectrophoresis, resulting from the generation of tobarges in a neutral body by applying an electric field, will expe-

356 / Vol. 123, APRIL 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



CHILLER < ~
SUPPLY E ;

CONDENSER Y O
REFRIGERANT
ACCUMULATOR PUMP
J >
e f
CHILLER —
RETURN — .
L] o7 [T 0
10 (% o % PREHEATER
Lo Y vV Y c =
30 cm section 20 cm section 10 cm section
— J
HIGH VOLTAGE
POWER SUPPLY

WATER PUMP

Fig. 2 Schematic of experimental apparatus

rience a net unidirectional force in a nonuniform electric fieldboiling all three forces will be present, however, the second term
One end(the negative end in the skejcbf this dipole in a non- of Eq. (1) will dominate as the quality and heat flux increase,
uniform electric field experiences a higher force than the other emdhich will be shown in the results.
(the positive end in the sketgiresulting in a net translation of the
polarized body towards the higher electric field. .
There are two ways in which a fluid, which is isotrojeer Experimental Apparatus
phase)both before and after an electric field is applied, can be- The experimental apparatus, shown in Fig. 2, was a closed loop
come polarized. The fluid can be inhomogeneous, in the sense thatvhich refrigerant was pumped with a positive displacement
the permittivity is a function of position, or it can vary with den-gear pump instead of a compressor. The refrigerant flowed from
sity. The second term in E@l) is due to inhomogeneities, while the pump through a flow regulating valve and preheat section and
the last term is due to variations in the fluid density. Since the lasten through four evaporator test sections of 10, 20, 30, and 50 cm
term provides a coupling between the fluid density and the electiitlength. The refrigerant then flowed to the condenser and accu-
field, it is called the electrostriction force densf{f$]). Discussion mulator where it was condensed and subcooled before reentering
has persisted over the years with respect to the electrostrictithe pump. The heat removal and operating temperature setpoint of
force density term in Eq1) and whether it can be responsible forthe apparatus were maintained with a low-temperature recirculat-
translational motion. ing chiller. The refrigerant flow rate was measured with a turbine
The last two schematicg¢) and (d), in Fig. 1 are additional flowmeter located upstream of the preheatege Fig. 2). The
representations of polarization forces due to the application oftemperature upstream of the flowmeter was monitored with a
nonuniform electric field. If an interface exists, such as betweeriTatype thermocouple probe to ensure that the flow entering the
liquid and vapor, in a nonuniform electric field, an attraction forchowmeter was subcooled. The working fluid used in all experi-
is created which draws the fluid of higher permittivitjguid) ments was R-134a. Complete details on the experimental appara-
toward the region of higher electric field strength, as shown tus and test procedures are provided by Bri@h
schematic(c) and (d) in Fig. 1. The bubble in schematid), The four test sections, shown in Fig. 2, were connected in series
which is of lower permittivity than the surrounding liquid, will beand heat was provided to each by a recirculating hot water loop.
forced to the region of lower electric field strength, as defined byhe different test sections were used to allow for the measurement
the second term in Ed1). It should be noted that Jong&] has of the local heat transfer coefficients and heat fluxes within each
classified the force acting on the bubble, shown in F{d),las the test section. Each test section, as shown in Fig. 3, consisted of a
dielectrophoretic force. The polarization attraction force will ocsmooth copper boiling tubénside diameter%4.1 mm and out-
cur whether or not a d.c. or a.c. nonuniform field is applied. Howside diameter5.9 mm)surrounded by an acrylic tubg@nside
ever, the potential accumulation of charge at the interface cdiameter 38.1 mmin which the hot water flowed. A high-
influence the polarization force. Locally, if the charge accumulgressure Pyrex tubénside diameter 12.7 mmwas placed in
tion is large enough, space charge effects can become significagtween each test section so the flow entering and leaving each
and the Coulomb force can be influential. test section could be observed. The test sections were connected
The application of EHD to two-phase heat transfer problemsiiis a parallel flow configuration with respect to the hot water flow
quite complicated. The simple representations shown in Fig.dlrection to allow the highest heat fluxes to occur in the 10-cm
were described individually. However, when an electric field isection where evaporation would first take place and nucleate
applied in a region where two-phase heat transfer is occurring, theiling would be the greatest. Also, the parallel configuration did
force descriptions shown in Fig. 1 will interact and occur simulnot allow for potential premature local dryout in the 50-cm section
taneously. All three components of the EHD force density can la¢ certain operating conditions. The inlet and outlet water tem-
significant or one can dominate over the others. In convectiyerature to each test section was measured with thermistors so that
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Cylindrical Electrode Table 3 Maximum total uncertainties, measured and

Dig=J;8mm calculated
/Y"/ Total Uncertainty
N “_ Cu Tube (smooth) .
T / 0D 15.9 mm (5/8 in) Measurements Average Maximum
3 ID 14.1 mm
" o Thermistor / Surface temperature +0.09°C +0.41°C
- Refrigerant Inlet and outlet refrigerant temperature +0.13°C *0.17°C
K, Flow Inlet and outlet water temperature +0.06°C +0.09°C
- . — & Refrigerant mass flux +4.2kg/nfs  +4.3kg/nts
11 ,“; — %3 \, Water mass flow rate +0.0027 kg/s *+0.0027 kg/s
Snfpaiihamocapies \A Electrode Support Calculated Quantities" Average Maximum
0p, midde, bo ;
et Water Fiow T |\ Thermistor Quality +13.8% +20.5%
A Asm Heat flux +13.1% +20.0%
emseion e Heat transfer coefficient +13.4% +39.2%
Hi Vol where L = 10, 20, 30, and 50 cm for each test section . . i .
cmneﬁg,aiéagﬁppm aJncertainties were smallest on 10-cm section and greatest on 50-cm section and

increased as heat load increased.

Fig. 3 Drawing of test section
The local inside wall temperaturg,, , was calculated through a

one-dimensional conduction analysis, knowing the measured local

) ) . outside surface temperature. The conduction through the wall was
in all experiments the temperature difference across ea(ih test s@Gounted for even though its influence was very small.
tion could be accurately measured and maintained to 1°C or lessthe flow quality was determined from
The water flow rate to the test sections was controlled and mea- ) ]
sured with a turbine flowmeter. _ (MCp(Tin—Tow)/My) 4

T-type thermocouples were soldered to the outer surface of the - hig ) Q)
boiling tubes at the top, middle, and bottom in each test section. e . . . .
Figure 3 gives the exact location of thermocouples in each tést€ Point in each test section at which the quality was determined
section. Two T-type thermocouple probes were used to measGRiresponded to the location of each surface thermocouple station.
the refrigerant saturation temperature. The thermocouple prd‘geal! experiments proper preheating was provided to ensure that
temperature measurement was verified with the saturation tefi€ iquid entering the first test section was at a saturated state.
perature measurement obtained from the absolute pressure gaddl! (€ temperature instruments were calibrated against a NIST
during calibration. During experiments the thermocouple probd&ceable thermometer, which was accurate to 0.02°C, in a con-
were used to monitor the saturation temperature, because the §0t temperature bath. The temperature instruments were cali-
solute pressure gage was only accurate-@4°C. In all experi- rated end to end, that is all wiring, connections, terminal strips,
ments the maximum pressure drop across the test sections coffdl the data acquisition were connected when the calibration was
sponded to less than 0.4°C drop in the saturation temperature. (€. The turbine flowmeters were also calibrated in place. The
thermocouple probe was located just upstream of the absol@Uracy uncertainty of the calibration was less than 0.5 percent
pressure tap at the inlet to the 10-cm section and just down strefgh the refrigerant flowmeter and 0.7 percent for the water flow-
of the preheatefsee Fig. 2). The other thermocouple probe wadieter over the entire calibration range. The flowmeters were, also,
located downstream of the 50-cm test section. calibrated at various temperatures to account for any temperature

The electrode geometry used in the experiments was a brass $6@endencies. All instruments were calibrated over a range large
1.6 mm in diametersee Fig. 3). The brass electrode was su&nough to cover all planned test conditions.
pended in the center of each test section and held in tension by total uncertainty analysis was performed for all the measured
two electrode supports, one at the entrance and one at the exifg@ and calculated quantities based on methods described by

the test section. In all experiments the brass electrode was ergf?® and McClintock[10] and Taylor[11]. The average and
gized with a positive d.c. high voltage while the copper boilin aximum total uncertainties are shown in Table 3 for the different

tube was grounded. easured and calculated quantities. The maximum uncertainties
occurred when EHD was applied at a low heat flux and quality
because the measured temperature differences were small.
. . . An energy balance was performed to check that the sum of the
Data Reduction and Uncertainty Analysis heat Ioadsgt{) the individua?test sections was within the total un-
The heat transfer coefficient in convective boiling experimentsrtainty of the electrical energy input. It was determined that for
is often determined from the Wilson plot approach. However, iall conditions the sum of the energy to the test sections was within
this research an understanding of how the EHD forces influenttee uncertainty of the measured electrical energy input. Refer to
the local and overall heat transfer is of interest. Thus, in all eBryan[9] for additional details.
periments the heat flux, heat transfer coefficient, and quality were
calculated from direct measurements using the followingesults and Discussion
equations.

Verification of Experimental Data. The experimental data
MCy(Tin— Touw were compared to existing data from Wattelet eff 42] for one
- - abL (2)  case ofG=300.7 kg/ms and T,=5.0°C and the heat transfer
) . coefficients were within 17 percent. The data trends compared
U'nlform heat flux to the tube surface was assumed and this will 'a%ite well considering the test sections used by Wattelet §1.2).
discussed further when the local heat transfer results gfgre electrically heated allowing for constant heat flux. The ex-
presented. o o perimental data were also compared to two correlations because
The local heat transfer coefficient at each location inside thg the limited experimental data available at similar operating
tube was calculated from conditions. Since correlations are developed from large data bases
MCo(Tin— Tou) they can be used to further check the validity of the experimental
h=——r————. (3) data. The two correlations used were by Kandlike8] and Wat-
”DiL(TWi_Tsat) telet[14]. The comparison of the two correlations to the experi-

”n
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Fig. 4 Comparison of experimental data to correlations by Kandlikar [13] and Wat-

telet [14] for three operating conditions

mental data for three different test conditions, with the electrodlessed. A temperature difference of 1°C or less was maintained
in place, is shown in Fig. 4. In general the correlations and egeross each test section in order to approximate a constant heat
perimental data compare well. The comparison is best for tfiex to the tube surface. Electrical heating would have been the
mass flux of 99.9 kg/fts, but varies at the high mass fluxes. Theorrect way to maintain a constant heat flux, but results were
correlations under predict the heat transfer for the higher masseded for the case that more closely resembled an industrial ap-
fluxes at low qualities, but the correlations compare better to thication. Also in all experiments the circumferential heat flux was
experimental data, as the quality increases. assumed uniform. However, the local heat flux, circumferentially,
The presence of the electrode did not influence the heat transtef,onuniform because the resistance to heat transfer around the
coefficient significantly. Table 4 shows some average heat transfeije of the tube is nonuniform, which is due to the changing
coefficient data with and without the electrode. Except for tw ality and flow regime in the presence or absence of EHD. When
cases of around 30 percent difference, the effect of the electrgyig |55 heat transfer coefficient is low, the resistance to heat

was within the experimental uncertainty. The increase in the h nsfer is high and the calculated heat flwhich is assumed

transfer coefficient due to the electrode was evident, but the eé?r’cumferentially uniform is higher than the true local heat flux.
hancement was small.

When the local heat transfer coefficient is high, the resistance to
Electrohydrodynamic (EHD) Enhancement Results. Be- heat transfer is low and the calculated heat flux is lower than the

fore the results are discussed, the issue of constant and unifdroe local heat flux. Thus, the circumferential EHD enhanced or

heat flux and the local heat transfer coefficient should be askppressed heat transfer coefficients presented here will be, re-
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Table 4 Selected results showing the influence of electrode presence on heat transfer
Refrigerant Electrode Teel°C) G(kg/m?s) Uyg(KW/M?) Xin (ka/kg) Xout(ka/kg) havg(W/MZK) %dif

R-134a no 25.2 102.2 225 0.00 0.43 4057 12.9
yes 25.1 101.4 23.0 0.00 0.45 4582

R-404A no 25.7 101.3 27.4 0.00 0.67 4768 0.1
yes 25.4 101.2 27.8 0.00 0.68 4762

R-134a no 25.0 248.8 70.8 0.00 0.11 9974 1.2
yes 25.1 252.4 69.7 0.00 0.10 9849

R-134a no 25.0 248.8 311 0.27 0.38 4874 28.3
yes 25.1 252.4 33.9 0.28 0.40 6255

R-404A no 25.0 250.3 59.3 0.00 0.58 7567 7.2
yes 24.9 250.3 61.0 0.00 0.60 8120

R-404A no 25.0 299.6 71.8 0.00 0.59 8863 7.1
yes 24.9 299.9 72.6 0.00 0.60 9492

R-134a no 25.0 399.4 109.2 0.00 0.10 14989 27.7
yes 24.8 401.4 105.9 0.00 0.09 19138

%o measurable influence due to the electrode

spectively, lower or higher than those of the true local values. Tl Figs. 5—7 are for the 10-cm section, second downstream loca-
local surface temperatures were measured in order to determiiom (20 cm from inlet to test sectigrin the 30 cm section, and
local heat transfer coefficients to study the influence of the EH&econd downstream locatié87.5 cm from inlet to test sectipim

forces on the convective boiling heat transfer. The local surfatlee 50-cm section, respectively. The above test section locations
temperature measurement is used to calculate the heat trangfere chosen because they showed the most pronounced influence
coefficient for that specific location based on the uniform heat fluf the EHD forces on the heat transfer enhancement or suppres-

assumption and approximation.

sion. The results, in each figure, are presented in five plots. Plot

The first set of results is shown in Figs. 5-7 for an averade) shows the experimental data at 0 kV on the flow map by Taitel
mass flux of 99.9 kg/fis and an average saturation temperature ahd Dukler[15]. The flow map provides acceptable information
4.9°C. The convective boiling begins in the 10-cm section arwh the flow regime structure without EHD. This is to say that the
proceeds through the 50-cm section. Experimental results shoflow regimes were visually observed both with and without the
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Fig. 5 Results with R-134a in a smooth tube for the 10-cm section at Tsa=4.9°C

and G=99.9 kg/m?s: (a) the flow map, (b) average heat transfer coefficient data,
and (c) local heat transfer coefficient data
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Fig. 6 Results with R-134a in a smooth tube for second location (20 cm from

inlet to test section ) on the 30-cm section at T, =4.9°C and G=99.9 kg/m?s: (a)
the flow map, (b) average heat transfer coefficient data, and  (c) local heat trans-
fer coefficient data

electrodes in place to be within the region plotted on the flow maggction, there is scatter in the heat transfer data. The scatter is due
by Taitel and Duklef15]. However, these observations were onlyo the variation in the active nucleation sites where each local heat
qualitative and the flow map is only meant to provide a basis teansfer coefficient was measured. Although these measurements
compare the measured results. The local heat transfer coefficiamtse made under the same operating conditions and at the same
calculated from the experimental data, at the top, middle, afatation, the experiments were performed with increasing heat
bottom of the boiling tube, provided additional verification of thélux and other times with decreasing heat flux, which resulted in
flow regimes observed at the exit of the test section and detggariations in the number and location of active nucleation sites.
mined by the flow map. For example, for stratified wavy flow as The application of the EHD force density to the convective
shown in Fig. 5, the heat transfer coefficient is expected to beiling produces some very significant and different results as the
greatest on the bottom and lowest on the top as the quality iitew regime and heat flux change. This is very evident as the flow
creases because vapor occupies the top portion of the tube. Blaiceeds and changes from the 10-cm section to the 50-cm sec-
(b) shows the average heat transfer coefficient and heat flux versios. In the 10-cm section, as shown in Figb}h the average EHD
quality. Plot(c) shows the remaining three graphs of the local heanhancement at 5 and 15 kV is evident throughout the heat flux
transfer coefficients versus quality for the top, middle, and bottorange except at the highest two heat fluxes at 15 kV. The local
of the boiling tube. The average heat transfer coefficient shownnmaximum EHD enhancement is about 100 percent, 60 percent,
the plot (b) is the average of the top, middle, and bottom locadnd 80 percent at 15 kV for the top, middle, and bottom of the
heat transfer coefficients. The heat flux versus quality shown tabe, respectively, for a heat flux range from 20 to 80 k¥@/m
the plot(b) is also applicable to the local heat transfer coefficierthis heat flux range, the EHD enhancement is consistent with the
data at the identical quality value. EHD enhancement seen in pool boiligfer to Seyed-Yagoobi

The behavior of two-phase heat transfer without EHD in thet al.,[16]). At the highest two heat fluxes, the EHD forces are
different test section locations should be addressed before thesoppressing the heat transfer. The polarization fofses Figs.
fluence of the EHD forces is addressed. The stratification of tiéc) and 1(d))are beginning to dominate and cause the heat trans-
flow can be seen in the local heat transfer coefficients for the 0 K&r suppression at 15 kV. With the current electrode design, the
data. As the heat flux increases, the heat transfer coefficients begippression is attributed to the attraction of the liquid refrigerant
to differ between the top, middle, and bottom of the boiling tub® the high voltage electrodéigh electric field strengthwhich is
as seen in Figs. 5(e)(c). This is evidence of flow stratification, in the center of the tube and forcing the vapor bubbles, as they are
because the vapor is collecting in the top portion of the tube andf@med, to be pressed to the grounded boiling tube surfave
beginning to reduce the rate of heat transfer at the top of the tuleéectric field strength This has been observed in pool boiling

At the low heat fluxes and low qualities, primarily in the 10-cnexperimentg17] where the vapor bubbles are held in place by
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Fig. 7 Results for R-134a in a smooth tube for second location (37.5 cm from
inlet to test section ) on the 50-cm section at Ty, =4.9°C and G=99.9 kg/m ?s:
(a) the flow map, (b) average heat transfer coefficient data, and  (c) local heat
transfer coefficient data

the polarization forces against the tube as they form and grolanced heat transfer coefficient of 22,733 \inat a heat flux of
thus decreasing the local heat transfer and increasing the will8 kW/nf and a suppressed heat transfer coefficient of 1798
temperature. It is important to realize that forcing vapor bubblé&/m?K at 52.7 kW/nf. The EHD forces are only providing en-
back to the heated surface where they were formed and sweepiagcement for this location at heat fluxes below 25 kVibove
them around the surfadglue to the polarization forces and the25 kW /n?, the EHD forces are continuously suppressing the heat
asymmetric electric field distributigrhas been shown to promotetransfer as much as 380 percent on average and over 500 percent
enhanced nucleate boiling heat transfer since the sweeping ioeally at the highest heat fluxes.
proved the heat transfer from the evaporation micro layer to thelt is evident that the flow regime is influencing the EHD en-
bubble([18]). However, in convective boiling where the flflij- hancement around the tube. At the low heat fluxes, the EHD
uid and vaporjs confined in the tube, the polarization forces caforces produce substantial heat transfer enhancement at 15 kV.
redistribute the liquid and vapor, forcing more vapor at the tubehe Coulomb force and primarily the polarization force together
wall and attracting the liquid to the tube center. When the heate producing the significant enhancement, because a mixture of
flux is high, this redistribution of the liquid and vapor due to théiquid and vapor is present and the wall superheat is low enough
polarization forces can cause the resistance to heat transferthat the nucleation at the tube surface is not too substantial. At this
increase at the tube wall as more vapor bubbles are producedpoint, the EHD forces are generating secondary fluid motion and
Moving further downstream to the second location on thehe polarization forces are acting at the liquid-vapor interface to
30-cm section, the flow regime has transitioned to stratifiedrove the bubbles around the tube surface as they are formed.
annular flow, as seen in the flow map without EHD in Fige)6 However, as the heat flux increases, more nucleation occurs at the
The most pronounced influence of the EHD forces can be seertube wall, and the polarization forces attract the remaining liquid
Figs. 6(b)and(c). This is a point in the flow where it can be seerand force the bubbles to stay at the tube surface. This leads to
that the flow regime has a significant impact on the EHD enhanagecreased enhancement at the bottom of the tube and suppression
ment potential. At 5 kV some heat transfer enhancement is occat-the top and middle of the tube. When more energy is added to
ring at each tube location. Increasing the applied voltage to 15 ke flow and the quality increases, the flow transitions to the an-
changes the enhancement behavior significantly. At the low heatlar regime. In this regime, the thinner liquid layer at the top of
flux and quality, there is some enhancement at the top of the tulfee tube can be removed by the polarization forces. By removing
but the enhancement increases substantially towards the bottonthef liquid layer, the heat transfer is reduced and in some cases
the tube. The maximum local EHD enhancement at 15 kV on thecal dryout can be initiated. On the bottom of the tube, initially
bottom of the tube is a significant 650 percent at the lowest heae EHD forces thin the liquid layer and thus increase the heat
flux, but the decrease is extreme as the heat flux increases. Tamsfer because the layer is of sufficient thickness to cause im-
EHD forces on the bottom of the boiling tube generate an eproved vaporization. However, as the heat flux increases, the lig-
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Fig. 8 Mass flux comparison in intermittent flow regime for R-134a in a smooth
tube at a T, of 25°C: (a) the flow map, (b) average heat transfer coefficient data,
and (c) local heat transfer coefficient data

uid layer is thinned further and the vapor bubbles that form on tlé 101.3 and 300.4 kg/fs at a saturation temperature of 25°C.
wall are being pressed to the wall due to the EHD forces, resultifitre flow at a mass flux of 101.3 kgfmwas stratified as discussed
in a decrease in the heat transfer coefficient. In the 30-cm tegirlier in the flow maps without EHD and the flow at 300.4
section it can be seen how the EHD forces can drastically enhan@est was not stratified. However, the vapor bubbles, as they
the heat transfer at one heat flux level and quality and suppress fiy¢ned, tended to migrate toward the top of the tube even at the

heat transfer at another. The strength of the EHD forces will dgigher mass flux, because the flow is horizontal. The plots shown
termine how drastic this behavior will be, as seen when the ap; Figs. 8 and 9 are in the same format as Figs. 5—7.

plied voltage is increased from 5 kV to 15 kV. This suggests that |, the intermittent(bubbly and slugflow regime, as shown in
the enhancement can be optimized, but it will be highly dependegly g(a), the effect of the two different mass fluxes can be seen in

on the quality, heat flux, and flow regime. *)e difference in the local heat transfer coefficients at 0 kV. For

Moving to the last test section, the EHD enhancement at 5 ko mass flux of 300.4 kg/s, the local heat transfer coefficients
becomes more significant compared to the other test sections

seen in Figs. 7(band (c). Limited data were obtained at 5 kV at\/\/"i't%out EHD are highest at the top Qf the tube and decrea_lse to the
low heat fluxes and 15 kV throughout most of the heat flux rang’;‘?wom of the tube as the hea%;lux Increases. Th_e opposite oceurs
due to arcing in the test section. It is important to note that t gr t_he mass flux OT 101.3 kgAs. The liquid motion in the top
arcing was an electrode connection problem and not due to @%rtlon of the tubg IS greater .at .30.0'4 késfrcompgred t0 101.3
convective boiling conditions. In the 50-cm section the flow wa! g/m’s, but there is still less liquid in the top portion of the tube
observed to be completely in the stratified-annular regime for tik@mpared to the bottom, since the vapor bubbles are migrating
results shown in Fig. 7. At 5 kV, optimum conditions appear t§oward the top of the tube. Greater evaporation is most likely
occur and the enhancement reaches a peak of over 90 percent@GIrTing in the top of the tube at 300.4 kgsndue to the greater
quality and heat flux of 0.41 kg/kg and 21 kWimespectively. Percentage of vapor in the top portion of the tube resulting in a
The few data points at 15 kV show the rapid decay from enhand&in liquid film at the wall.
ment to suppression at the high heat fluxes. The prime reason the heat transfer coefficients are lower at
The influence of the mass flux for some selected results is pd1.3 kg/nfs is that the heat flux is lowesee Fig. 8). As men-
sented in Figs. 8 and 9, showing heat transfer results for the iiened earlier, the heat transfer at these mass fluxes is nucleate
termittent and annular flow regimes, respectively, at mass fluxisiling dominated. This is verified by examining the data shown
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Fig. 9 Mass flux comparison from intermittent to annular flow regimes for R-134a
in a smooth tube at a Ty, of 25°C: (a) the flow map, (b) average heat transfer
coefficient data, and (c) local heat transfer coefficient data

in Fig. 9, where flow regime is primarily annular and the hegterature of 4.9°C. The EHD enhancement at 300.4 kglsquite
transfer coefficient and heat flux are the same at 0 kV for bothfferent. The local heat transfer coefficients, at 15 kV, increase,
mass fluxes throughout the quality range. reach a peak, and then decrease as heat flux increases, but they are

The EHD enhancement has decreased in the intermittent floever lower than the local heat transfer coefficients at 0 kV. This
regime with the increased mass flux, as seen in Figs.ahd(c). is similar behavior to the 5 kV results shown in Figgh)7and(c)
This would be expected because the EHD forces are acting mnd provides more support that there exists an optimum quality,
marily in the radial direction with this electrode design and, as tHw regime, heat flux, and mass flux for a specific applied voltage
mass flux is increased, the fluid momentum is increasing in tla@d electrode design where the EHD forces will produce the
axial direction. Therefore, the EHD forces, which are generatirggeatest enhancements. This optimum is much more pronounced
secondary fluid motion, attracting the liquid to the energized eleat 101.3 kg/rfs, but only on the bottom of the tube. The reason
trode and repelling the vapor bubbles toward the tube wall, afieat there are EHD enhancements for 300.4 Kg/at the higher
smaller relative to the axial momentum force at the higher magsalities and heat fluxes is believed to be related to the EHD
flux. However, the EHD forces are still large enough to cauderces relative to the axial momentum. The ability of EHD force
some suppression at the higher heat fluxes. This concept was theoextract the liquid from the tube wall decreases as the axial
retically confirmed recently by Bryan and Seyed-Yagdd&ii momentum increases due to the increase in mass(éllso see

In the annular flow regime, as shown in FiggbPand(c), the Bryan and Seyed-Yagooljb]). However, the EHD forces are
EHD enhancement is also influenced by the change in mass flatong enough to generate instabilities at the liquid-vapor inter-
The EHD enhancement at 101.3 kdanis high at low heat fluxes face, thus enhancing the heat transfer.
and decreases with increasing heat flux to the point of suppressin@ne might expect that the application of the EHD forces would
the heat transfer at the highest heat fluxes. This is the same bely provide enhancement at low qualities and suppression at
havior, except for low heat fluxes on the tube bottom, as shownliigher qualities from the results presented in Figs. 5-9. This is not
Figs. 5—7 for the mass flux of 99.9 kgfsnand saturation tem- necessarily true for two reasons. First and most important is that
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(b) second location (37.5 cm from inlet to test section) on the 50 cm section

Fig. 10 Influence of heat flux on EHD enhanced heat transfer for R-134a in a
smooth tube at  G=300.4 kg/m?2s and T,,=25.0°C: (a) second location (20 cm
from inlet to test section ) on the 30-cm section, (b) second location (37.5 cm
from inlet to test section ) on the 50-cm section

the change in quality was achieved by increasing the heat flukat the heat transfer enhancement and pressure drop penalty were
Therefore, when the EHD forces were suppressing the heat tradsectly proportional to the ratio of the radial EHD pressure to the
fer at the higher qualities, primarily in the annular flow regimesshange in the axial momentum flux. Finally, pressure drop and
the heat flux was also high. Refrigeration applications on averagelD power consumption were not presented in this work. How-
operate at heat fluxes lower than 30 kVf/mand most of the ever, detailed pressure drop and EHD power consumption can be
suppression due to the EHD forces occurred above 30 RW/nobtained from Bryarf9].

The high heat flux appears to be a significant contributing factor

to the suppression. This can be seen by examining the data shown .

in Figs. 10 and 11. The heat transfer coefficient and heat flux fsonclusions

two locations atG=300.4 kg/mt and Tg,=24.9°C and atG From the experimental data, it is evident that the EHD forces
=101.3 kg/nt and T¢,=25.1°C are shown in Figs. 10 and 11.can generate significant enhancements in the convective boiling
respectively. What is interesting is that the suppression occurshieat transfer coefficient. However, the enhancements are highly
the 30-cm section as shown Fig. (& where the heat flux is dependent on the quality, flow regime, heat flux, mass flux, and
much higher, but not in the 50-cm section as shown in Figh10 the strength of the radial EHD forces relative to the flow axial
at G=300.4 and 101.3 kg/fwhich is further downstream from momentum. In many cases the EHD forces can even drastically
the 30-cm section and at a higher quality. When the heat fluxieduce the rate of heat transfer as is evident in the data at high
high, the rate of bubble nucleation at the tube surface is high. Thisat fluxes and qualities. The primary mechanism of the EHD
can make it easier for the polarization force to remove the smallarce density, which is generating the enhancement or suppression
amount of liquid from the tube surface, thus suppressing the héstthe force resulting from the local change in permittivity be-
transfer. The strength of the EHD forces relative to the structuteeen the liquid and vapor. This force, as depicted in Fig. 1, will
of the convective boiling flow is also important and is the secorattract the liquid towards the higher electric field strength, the
reason that heat transfer enhancement does not necessarily oetastrode in the center of the tube, and force vapor bubbles to the
only at low qualities. As shown in Fig. 9 there is an optimuntower electric field strength, the tube wall in the present design.
enhancement that can occur for a given electric field strength avthen this force is enhancing heat transfer it is thinning and/or
electrode design. destabilizing the liquid layer, depending on the mass flux. How-
The experimental data presented in this work provide additionaVer, this force can thin the liquid layer to a point of removing it
insight into the influence of the EHD forces on convective boilingnd can drastically reduce the heat transfer, especially at low mass
heat transfer. Some of the observations presented and discussdtlikes and high heat fluxes.
this paper were verified in a theoretical analysis, which was per-As the evaporation process progressed through the test sections,
formed by Bryan and Seyed-Yagodbi] to relate the radial EHD a flow regime was being approached in which the electrode design
pressure to the change in the axial momentum flux. They showeskd in this work produced the highest heat transfer enhance-

Journal of Heat Transfer APRIL 2001, Vol. 123 / 365

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



25000

Annular-Dispersed 20000 3
e o 15kV
14 £ 15000 4 .
* o
5;, 10000 * °
Intermittent _:E of 100
o]
2014 ) 0004 % B ®o g T %
Stratified Wavy e F .
AR
0.01 + 15KV 2" oL =
o We " o
Eﬁ.di F 20
-
0.001 } } ¢ 7 T T T 0
0.01 0.1 1 10 100 00 01 02 03 04 05
X, x (kg/kg)
(a) second location (20 cm from inlet to test section) on the 30 cm section
10 25000
0kV
wol LA
e e 15kV
1] £ 15000 .
5; 10000 ] o® ® o
intermittent H L 100
e 01+ = 5000 4 * .o © .o
w Stratified Wavy 0 ] w @OEw o @ [ 80 .
= OkVv - 60 §
0.01 + m 15kV Pag =
= T
/\ - L] T L 20
Eﬂlj’g
0.001 : ! : - . , 0
0.01 0.1 1 10 100 0.0 0.2 0.4 0.6 0.8
X, x (kg/kg)
(b) second location (37.5 cm from inlet to test section) on the 50 cm section
Fig. 11 Influence of heat flux on EHD enhanced heat transfer for R-134a in a

smooth tube at G=101.3 kg/m?2s and T.,=25.1°C: (a) second location (20 cm from

inlet to test section ) on the 30-cm section,
to test section ) on the 50-cm section

ments. The experimental data provided evidence that an optimum Eg
EHD enhancement exists for a given quality, flow regime, heat f,
flux, and mass flux for a specific electrode design. The electrodeF |,
design used in this work is a simple design and it is not the
optimum design to achieve the highest overall heat transfer en- g
hancement. It is evident from the results that EHD enhancement
of convective boiling has some promise. However, as the heat flux
and quality continued to increase, the heat transfer enhancemeﬁgH
decreased and eventually resulted in heat transfer suppression unh
der certain operating conditions. Therefore, the electrodes must be ho
properly designed with respect to the quality, flow regime, heat |
flux, and mass flux ranges to be experienced. It is important to 4,
note that the electrode design, applied voltage, and electrical prop- m,
erties of the fluid will also affect the EHD enhancement.
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Transport Phenomena During

Solidification Processing of

Functionally Graded Composites
L wees | DY Sedimentation

c.Y. Wang A combined experimental and numerical investigation of the solidification process during

gravity casting of functionally graded materials (FGMs) is conducted. Focus is placed on
understanding the interplay between the freezing front dynamics and particle transport
during solidification. Transparent model experiments were performed in a rectangular
ingot using pure water and succinonitrile (SCN) as the matrix and glass beads as the
particle phase. The time evolutions of local particle volume fractions were measured in
situ by bifurcated fiber optical probes working in the reflection mode. The effects of
important processing parameters were explored. It is found that there exists a particle-
free zone in the top portion of the solidified ingot, followed by a graded particle distri-
bution region towards the bottom. Higher superheat results in slower solidification and
hence a thicker particle-free zone and a higher particle concentration near the bottom.
The higher initial particle volume fraction leads to a thinner particle-free region. Lower
cooling temperatures suppress particle settling. A one-dimensional multiphase solidifica-
tion model was also developed, and the model equations were solved numerically using a
fixed-grid, finite-volume method. The model was then validated against the experimental
results and subsequently used as a tool for efficient computational prototyping of an
Al/SiC FGM. [DOI: 10.1115/1.1339976

e-mail: cxw31@psu.edu

Department of Mechanical and Nuclear
Engineering,

The Pennsylvania State University,
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1 Introduction in the solidified part, the solidification time must be controlled
such that it will be long enough to create the particle gradient but
.short enough to “freeze” the graded particle distribution in place.

. . - . 'SHerefore, it is of paramount importance to understand the solidi-
tions in severe environments confronting modern technologlqﬁzation process with particle motion

Amor_lg various FGMs, metal matrix composite FGMs are of greal picie sedimentation without solidification has been studied
practical interest. Metal matrix composite FGMs feature graduglensively in both fluidized bed and aqueous systems, but only a
compositional variations from ceramic at one surface to metal @y investigations have addressed this problem in liquid metals.
the other, leading to the unique advantages of a smooth transitiggnymanth et alf5] studied the sedimentation behavior of high
in thermal stresses across the thickness and minimized stress ¢@jlame fraction(as high as 0.300f 90 um diameter SiC particles
centration at the interface of dissimilar materials. As a result, sughliquid aluminum using an electrical resistance probe to measure
FGMs are rapidly finding applications in aggressive environmengge in situ particle volume fraction. A multiphase hydrodynamic
with steep temperature gradients such as turbine components giitiel was developed to describe the sedimentation. Using the
rocket nozzles. same resistance probe, settling and clustering ofd4SiC par-
Presently, there is no reliable and inexpensive way of fabricateles in Al melts were monitored and analyzed by Irons and
ing FGMs that allows for bulk production of large parts. CurrenDwusu-Boahern[6]. From their analysis, the observed settling
methods of fabrication include solidification processing, chemicedtes were consistent with that of 38n clusters containing-42
vapor deposition, plasma spray and powder metallurgy techniqyescent particles by volume within the clusters. It was concluded
[1]. Of these, perhaps the most economical and attractive procebst intense stirring prior to settling would result in smaller
ing route is gravity or centrifugal casting. The process involvedusters.
the addition of a reinforcing patrticle phase to a liquid metal matrix Solidification of particle-reinforced metal-matrix composites
and mixing them uniformly, followed by segregation of particle$SiC particle in an aluminum allgywas recently studied by Ha-
and liquid under gravity or in a centrifugal field to create a desireabmanth and Iron$7] both numerically and experimentally. A
gradient in the particle concentration, and finally preservation ohe-dimensional enthalpy model was developed. In their model,
the spatially graded structure by solidification. Various FGMparticle velocity was simply estimated from the Richardson-Zaki
such as metal-intermetallic compounds, metal-ceramics and météidered settling correlatiof8], without solving the coupled mo-
alloy-ceramics have been successfully synthesized by this metiBgntum and continuity equations. This approach implies that the
[2-4]. counter-current displacement flow of liquid due to particle sedi-
A wealth of complex transport phenomena may occur in SOHdmentati_on WaS not accoun_ted for, which could lead to substantial
fication processing of FGMs, including the transport of fluid, he&verestimation of the particle phase velocitye. by a factor of
and solute, which governs the migration of particles in a liquid/(1—¢p) ., Wheree,, is the particle volume fractionThe mushy
matrix, the interactions of particles with the advancing solidificgzone evolution was described using the Scheil equation. The ef-
tion front, and finally the incorporation of particles within thef€cts of cooling rate and thermal conductivity of SiC particles

solidifying matrix. In order to create a desired particle distributioWere explored. It was proposed that the SiC particle thermal con-
ductivity should be on the order of the single crystal value for

Contributed by the Heat Transfer Division for publication in tHGUBNAL OF accurate representation of COO“ng rates and part|cle Sett"ng' al-

HEAT TRANSFER Manuscript received by the Heat Transfer Division February 2sthough very little settling was found to occur for the prescribed
2000; revision received October 11, 2000. Associate Editor: D. A. Kaminski.  cooling condition. Feller and Beckermaf@®] developed a multi-
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(1) test cell B. Particle Volume Fraction Measurement. There are a

% L‘gj}jﬁ‘é‘;ﬁiffiﬁ‘;‘t‘; number of techniques for the measurement of solid concentrations

(4) valve in multiphase flows[12]. Among these techniques, fiber optic
(g) ;h;rmoctqupleb probes working in reflection mode are extensively used, especially
O e for gas/solid flows in circulating fluidized beds. In the reflection
(8) data acquisition unit mode, light is carried by the emitting fiber into a measuring vol-
(% 0 S ume and reflected back by the particles to the receiving fiber.
Therefore, the reflection mode is especially suitable for measure-

Valves schedule: -

O ments of dense suspensions.

gé 0: off Characteristics of Fiber Optical Probes.Plastic bifurcated fi-

Vi onof ber optic probesmodel PBP26Ufrom Banner Engineering Cor-

poration were used in this study. The probe has two parallel plas-
tic optical fibers of 0.5 mm core size, bifurcated and shielded by
annealed stainless steel. The probe was connected to an analog
Umni-Beam sensor heagnodel OASBFP, Banngrwhich con-

tains a light sourcévisible red\=650 nm)for the emitting fiber

phase model for the alloy solidification of metal-matrix particulatgnd & photodetector for the receiving fiber to convert the reflected
composites with convection. The Hapgdi0] hindered settling light intensity to voltage signals. The time constant of the sensor
function was used. The model was applied to various one alfd? MS: rendering the probes sufficiently fast for transient experi-
two-dimensional Al-7 wt pct Si/SiC systems. Good agreemefi€nts. Subsequent signal sampling and processing were made by
was found between the simulation and available experimena;gowe”v'ac computer. More details can be found in Gao et al.
sedimentation results in A356 systems containing clustering ahtPl-

non-clustering SiC particles. _ ] o Calibration. Each probe was calibrated before being used in
The previous studies focused mainly on the final distribution @he experiments. Detailed calibration procedures are described in
particles, whereas virtually no information on the time evolutiogzg et al[13]. The calibrations were first made in water/glass-

of the coupled solidification and sedimentation events was fgaad suspensions. It was found that the measurement can be de-
vealed. Therefore, detailed mechanisms for particle segregationsiiped by

a solidifying matrix, which are of paramount importance for the
design of FGMs, remain elusive. Also, limited experimental work AU=U- Uo=asg, (@]
in the past has not provided detailed data on time evolution of the
particle concentration distribution during matrix solidificationwhereU is the output of the sensor at a particle volume fraction of
The availability of these data during processing is necessarydp, and U, represents the reading obtained in the same fluid
rigorously validate any sophisticated model describing FGM savithout particles. This correlation is consistent with those shown
lidification. The present work is thus aimed at studying the ddsy Hartge et al[14] and Nieuwland et al[12]. It is also found
tailed solidification process during gravity casting of FGMs byhat the exponertt depends only on the properties of the particles
means of in situ measurements of both temperature and partiatel probes whereas the facemdepends on the carrier fluide.,
volume fraction. Transparent model experiments were perform#te liquid matrix here). Since the expondnt independent of the
using pure substances as the matrix and glass beads as the pattipke of fluids, the values di determined in water/glass-bead sus-
phase. Local particle volume fractions were measured by fibgension can be used in other glass-bead suspensions with trans-
optic probes, making it possible to obtain the volume fractioparent carrier fluids. This offers great advantages for the calibra-
changes with time during settling and solidification. Subsequentlyon of probes, especially for those carrier fluids that are solid at
a one-dimensional numerical model, derived from the genem@lom temperature such as succinonit®&CN). Several suspen-
multiphase solidification model of Warid@1], was developed and sions of SCN/glass-bead with known particle volume fractions,
validated against the experimental results. The validated code wasnely 15 percent, 20 percent, and 40 percent, were used to ob-
used as a tool for “computational prototyping” of as-cast FGMdain the numerical factors. These calibrated values along with
complete calibration curves are given in detail in Gao ef%8].
During the solidification and sedimentation experiments, the
2 Experimental Setup and Procedures probes were inserted into the test cell through the top wall and

The experimental setup is schematically shown in Fig. 1. THEere positioned by a scale, with positioning uncertainty-cf
rectangular test cell consists of a stainless steel heat exchar§&t:
cold plate as the bottom wall, a Plexiglas top wall and center ¢ Experimental Procedures. Suspensions were prepared
section. Cooling was accomplished by passing a mixture of ethy mixing particles with a liquid matrix. Before the experiments,
ylene glycol and watef1:1) through the heat exchanger. the mixture was preheated to a certain superheat by pumping the

The glass beads supplied by MO-SCI Corporation were used\@§rking fluid from the heating circulator through the heat ex-
the particle phase. The mean diameter of the particles was fouthnger. At the desired temperature, the melt was stirred to form
to be 30um with a standard deviation of @m. The matrix liquids - 3 homogenous suspension. At the same instant when stirring was
were succinonitrile from Alfa Aesajpurity: 98" percent, melting stopped, the fiber optic probes and thermocouples were quickly
temperature 58°Cand distilled water, respectively. inserted into the test cell. At this point, the coolant with preset
temperature was run through the heat exchanger and the data ac-
quisition system was initiated, with the sampling rate of 0.5 Hz
gﬂr both temperature and particle volume fraction measurements.

Fig. 1 Schematic of experimental setup

A. Temperature Measurement. Temperature measure-
ments were performed using copper-constaritgpe-T) thermo-
couples that were mounted through the top panel of the test c
Modular plug-in thermocouple®©mega Model number TMQSS-
020-6)were used, calibrated to an accuracytdd.3°C. Four ther-
mocouples were placed at different height in the test cell, with  Numerical Modeling
positioning uncertainty of=1 mm. Each experiment was repeated
three times by varying the horizontal position of each thermo- A. Model Formulation. A general multiphase modeling
couple at fixed height. The maximum temperature differendeamework developed by Ward 1] is used to build the present
along the horizontal plane was found to be 0.5°C. model. The following assumptions are invoked:
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Table 1 Thermophysical properties of succinonitrile / 9 o
glass-bead Liquid: —(pie))+ —(pigv))=—T} 4)
at ay
Quantity Symbol Value Units Reference
Tiquid density 7 867 kg 2] Momentum Conservation Equations
<Solid density 2, 986.7 kg/m® assumed
Particle density P, 2500 ke/m’ MO-SCI Inc. . J p d
Liquid viscosity 4 256x107  kgms 1201 Particle: —e Pay ppepdtMp=0 ()
Liquid specific heat Cy 2000 JkgK [19]
Solid specific heat c, 1910 JkgK (191 - Jp
’ ¢ Liquid:  —&——pe,g—MJ=0 (6)
Particle specific heat C, 745 Jikg K [17] ay
Liquid thermal conductivity K 0.223 WimK 201 . X
Solid thermal conductivity k 0223  WmK [20] Energy Conservation Equation
Particle thermal conductivity k, 1.40 W/m K [17] P
Latent heat of fusion 4 _
oure SNy A 462:10° kg 1] St L(PsesCpst ppepCpptpieiCp) T]
Melting temperature
(pure SCN) T, 3310 K [19] 5
Data from Refs[17],[19], [20]. + @ [ ( ppS pcppv p + PI1€| CpIU | )T]

J JT
= Y (ssks+epkp+8|k|)@ +TLAN+(Cps—Cp)Trl
1 One-dimensional planar solidification.
2 The model treats particles, liquid and forming solid as sepa- (1)
rate phases. .
3 The motion of particles is slow and reaches the terminal ve- Boundary Conditions
locity instantaneously. This assumption is appropriate due to the

R ; de de
small size of the particles. y=0 T=T,, %%p _ —|=O, vp=1,=0

4 Local thermal equilibrium exists, which is justified by the ay oy
typically large thermal conductivities of metals.
5 Particle pushing at the solid/liquid interface does not occur oT de,  de
due to the relatively high advancing velocity of the solidification y=I @=0, W: W: , vp=v,=0

front in the present study as compared to the critical velocity for
pushing, as shown by Gao et fL.3]. This fact is also well sup-
ported by our experimental observations.

6 The particles are rigid and spherical, and do not react chemi-
cally with the matrix.

7 Volume change during solidification is negligible.

8 All thermophysical properties are assumed to be constant a
given in Tables 1 and 2.

Initial Conditions
T=T, e,=ep &s=g=0 att=0
Lonstitutive Equation
epteste =1 (8)
With the preceding assumptions, a working model can be for-

mulated from the general multiphase model as follows. Following Wang[11], the liquid-particle drag terrNIg in a
multiparticle system can be modeled as

. J J d_18(1_8|)/'l’|cs 2
Particle:  —(ppep) + W(ppapvp)zo ) Mp=——g2 ¢ei(ti—vp), 9)

Mass Conservation Equations

. d where the settling ratio for a multiple particle syste@,, ac-
Solid: ﬁ(l)sss):rs () counts for all departures from the idealized single solid sphere
settling as described by Stokes law. In this study, the well estab-

lished hindered settling function of Richardson and Z&{iwas

utilized,
Table 2 Thermophysical properties of Al /SiC
— —4.65
C.=(1—¢p) . (20)

Quantity Symbol Value Units Reference . . .
Tiquid demsity > TS i Further manipulation of mqmerlnum Ed®) and(6) by incor-
Solid density ’. 2550 kg’ 21] porating Eqs(2)—(4) and (9) gives:
Particle density Py 3200 kg/m* [21] 2
Liquid viscosity m 1.26x107  kg/ms [18] Un=— (pp_p|)8pgd 5 U=— Eplp (11)
Liquid specific heat c, 10795 JkgK [21] P 18u(1—¢y) Ca(8p+ g))
Solid specific heat C, 1176.5 lkg K [21] . i Lo . .
Particle specific heat C, 840 IkgK [21] Equation(11) is valid in the free particle regime, whereas for
Liquid thermal conductivity k, 95 Wim K [21] the packed bed regime botf, andv, are set to be zero.
Solid th 1 ductivi k, 210 WmK 21 . . .
ol thermal conductivity . " 21 B. Numerical Procedures. The conservation equations are
Particle thermal conductivity ’ 16 Wmk (221 solved simultaneously using a fixed-grid, single-domain numeri-
;a!:nhfm‘)ffufmn((pum::)) Arl 3;;:160 J/,tg gﬂ cal solution procedure. A fully-implicit, control-volume based fi-

ng temperature (puer " k . . . .7 . . .
e P nite difference method is utilized to discretize the conservation
pata from Refs[18} [21).(22} equations(2), (3), and(7), with the finite-difference coefficients
370 / Vol. 123, APRIL 2001 Transactions of the ASME
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perimental sedimentation curves at positions 2 and 3 cm away
from the bottom. This may be attributed to the particle size dis-
tribution of the glass beads used.

It should be pointed out that there are a number of hindered
settling functions in the literatur¢l6], obtained mainly from
aqueous or gas/solid systems. Among those relations, the Happel
and Richardson-Zaki relations have been used most widely. Pre-
liminary simulations showed that if the Happel hindering function
was applied in the present model, the predicted settling rate is
about half of that with the Richardson-Zaki function, i.e., Bidf).
Feller and Beckerman®] used the Happel relation in their model
and discussed their results in relation to the study of Hanumanth
et al. [5], in which the Richardson-Zaki's function was applied.
They concluded that the Richardson-Zaki relation overestimates
the settling rate. They attributed the good agreement between the
experimental and modeling results in the study of Hanumanth
et al.[5] to a larger liquid melt viscosity used. The present study,
however, indicates that the Richardson-Zaki function gives more

Time (seconds) realistic predictions, which is consistent with numerous studies in

the literature for aqueous and gas/solid syst¢h@. Since the
current study was performed for water, whose thermophysical
properties are well documented in the literature and can be evalu-
ated accurately, the viscosity is unlikely a factor that affects the
above conclusion.
evaluated by the upwind scheme. The discretized equations are =~ = i . . . .
solved iteratively. The detailed procedures can be found in theSolidification With Particle SedimentationExperiments and
literature[13]. simulations were performed to validate the model in dealing with

Stringent numerical tests were performed to ensure that sofipmbined solidification and particle settling. Fo_r each S|mul_at|0n,
tions were independent of the grid size and time step. For a typi¢a¢ measured wall temperature from the experiments was fitted to
water/glass-bead solidification system, the maximum differencedn polynomial function, namelyr,,=f(t), to give temperature
temperature and particle volume fraction is less than 0.02°C afgundary conditions for the energy equation.
0.1 percent, respectively for a grid size containing 40 to 150 con-The mixture used in the preceding sedimentation experiment
trol volumes. Virtually no difference was found in the results fowas solidified from an initial temperature of 23°C. The cooling
time steps ranging from 0.02 s to 5 s. It was found that a grielrves and time evolution of particle concentrations are plotted in
containing 60 control volumes in thg-direction with a single Figs. 3(a)and 3(b). Good agreement between the experiment and
control volume in thex-direction provides sufficient spatial reso-simulation was achieved. It can be seen that due to the large latent
lution. Previous experience has also shown that such a grid is abkat of water, the solidification is fairly slow and therefore the
to capture all dynamic solidification features at a reasonable conurves for the particle volume fraction are very similar to those in
putational cosff11]. A time step of 0.5 s was utilized for all the pure sedimentation case shown in Fig. 2.
simulations reported in the following. With the same initial temperature, a water/glass-bead suspen-
sion with an initial particle volume fraction of 20 percent was
solidified. The results are plotted in Figs(a# and 4(b). The
model prediction is in good agreement with the experiment.

One interesting feature is that the wall temperature experiences
an increase around 150 seconds into the experiment. This is found

Sedimentation. A mixture of water and 8.5 percent vqumein cooling curves for both caseseg Figs. 3(agnd 4(a}), gnd can
fraction of glass beads was poured into the test cell to producé’ explamed by the fact that freezing occurred at thls_tlme Instant,
melt height of 6 cm. The sedimentation results are plotted in Fig: easing a large amount of latent heat and therefore increasing the
2. It can be seen that in general, the model prediction agrees "’.‘l temperature. This phenomenon was not observed in the so-
with the experimental results, which show the characteristics ification of the SCN/gIass-bea}d system probably due to the
one-dimensional batch sedimentation, as depicted in the literatfRdCh smaller latent heat of succinonitrile.

[7,15]. That is, a particle-free zone starts to form from the top andg.  SCN/Glass-Bead Systems.Due to its high specific heat

a layer of sediment on the bottom; in the middle portion of thgnd |ow freezing temperature, the water/glass-bead system does
cell, the particle volume fraction remains the initial particle volnot allow much room for the investigation of various processing
ume fraction for a period of time and then starts to monotonicalyongitions. Therefore, in the subsequent experimental studies, a
decrease to zero. Note that within the sediment Ged, 1 cm SCN/glass-bead system was investigated.

away from the bottom the particle volume fractl(_Jn approaches The suspensions were prepared by mixing prescribed volume
40 percent, lower than the random close packing factor of §ctions of glass beads with SCN and forming a melt height of

percent. This can be attributed to the fact that the particles mgys5 cm for all experiments. The experimental conditions are
form clusters during sedimentation, resulting in a loosely packeghmmarized in Table 3.

sediment at the bottom. This packing limit will be utilized in all of

the numerical simulations. The experimental result for the loca- Base Case. Figures 5(ajand 5(b)show the results for a base
tion 5 cm away from the bottom exhibits faster settling than thease having a 20 percent volume fraction of particles, a cooling
model prediction, which may be due to the fact that the vortédgmperature of~10°C, and an initial temperature of 63°C. Com-
motion of the suspension during the stirring persists and hengaring the experimental and numerical results, reasonable agree-
expedites the settling. This effect is most pronounced on the sgtent was found for the cooling curve, while agreement for the
tling of particles at the top, where the particle-free zone fornié#me evolutions of the particle concentration is only fair. The dis-
before the vortex motion dies out. It is also interesting to noticgrepancy may be attributed to the purity of SCN used in this
more gradual decreases of the particle volume fraction in the estudy, namely 98 percent. Under certain cooling conditions, den-

Fig. 2 Sedimentation curve for a water
(£,;=8.5 percent at room temperature )

/glass-bead system

4 Results and Discussion

A. Model Validation
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Fig. 4 Solidification of a water /glass-bead suspension
(b) time evolution

=20 percent, T;=23°C): (a) cooling curves;
of particle volume fraction

b .(spi
(b) time evolution

Parametric Study. In this section, effects of different param-

dritic microstructures were observed that would affect the me§ters on the final particle concentration distribution are examined.
surement of particle volume fractions, especially in the solidifying Figure 6(ajalso summarizes the effect of increasing superheat
region. f the melt. It is indicated th_at_ increasing th_e superliram 5 C

The final particle concentration distributions measured and pr-10°C)slows down the solidification allowing for more particles
dicted for the baseline case are shown in Fig)6Upon cooling, to s_,ettlg be_fore freezmg occurs. Therefore the final partu_:le distri-
the melt close to the wall solidified first so that the particle volumgﬁ'ﬁn IS lslllgh_tly hlgher_thcgotgjghout most of thte _’ltesft ce(! W|th2more
fraction was fixed approximately at its initial value. This occur§! € cell eINg occupied by pure succinonitriie for L-ase 2.
relatively quickly, as is shown by the cooling curve for the first Figure 6(b)shows that increasing the temperature of the bottom

thermocoupldat the wall). For subsequent points away from th old V\./a”' as expected, produces a slightly thinner_ gr_ade_d layer.
wall, the particle volume fraction increases due to settling fro he higher cooling temperature causes slower solidification, and

above before solidification, leading to a higher particle Volumtgerefore the particles have more time to settle before solidifica-

fraction. Solidification, however, interrupts the settling proces&':on’ resulting in a thinner graded layer with higher local particle

when the solidification front passes through a certain control vq%oggeg?et'on as compared to the corresponding locations in the

ume, it freezes the local particle concentration in place and sto
the particle flow from the above. This results in an increasing
particle concentration at the location right above it since the con-

trol volume at this location only receives particles from its Uppefapie 3 Experimental conditions for SCN  /glass-bead systems

neighbor. In the meantime, when moving upward, the solidifica-
tion front becomes slower, allowing more time for particles to
settle. This trend develops as the solidification and settling
progresses, resulting in a graded layer of about 7 mm thick from
the bottom, with an almost linearly increasing particle concentra-
tion across the layefsee Fig. 6). Above this layer, solidification
was not fast enough, hence a layer of packed-bed particle volume
fraction was formed, followed by a particle-free zone on top of it.
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Initial Particle Superheat Cooling
Case # Volume AT Temperature
Fraction (%) (X) °C)
1 (baseline case) 20 S -10
2 20 10 -10
3 20 5 5
4 15 5 -10
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The effects of the initial particle concentration are much more (c) Comparison for different initial particle concentrations

pronounced, as indicated in Fig(c. When the initial particle

volume fraction is decreased from 20 percent to 15 percent, twoki§. 6 Particle concentration distribution in a solidified SCN /
the probes show zero readings, indicating a larger particle-fre@ss-bead system under different processing conditions

region at the top. A thicker gradient layer is formed but with

generally lower particle concentrations. This is due to the fact that

there are fewer particles in the system, requiring a longer time forrigure 7(a)explores the effect of cooling temperatures for a
particles to settle before they become packed. melt initially containing 20 percent SiC particles of 20 microns. It
FGM Solidification Mechanisms.From the above analysis can be seen that a higher cooling temperature will allow particles
two factors can be identified to be responsible for creation of tfi@ Settle, and hence generate a certain gradient in the solidified
graded structure in a solidified FGM, namely, particle migratic;ﬁart' Low cooling temperature freezes the melt quickly due to the

and solidification. Particle migration segregates the particles froff9¢ tthke]rmalt.condtuctlvny of ét"“”p'”lém art1d therefolrek:he particles
the liquid melt and thus creates a gradient in their volume fractiofio ot have time to segregate, leading to a nearly homogeneous

Solidification interrupts the particle migration and alters the se article distrib_ut.ion. . . . -
P P 9 8 Melts containing three different particle sizes are solidified, as

regation process, in such a way that it “freezes” the local particl o Fi 7(b). L il e fast d thus 1
concentration in place and alters the particle migration in the no -OWT("& b'g(‘;re (b). a_llrger E'arhl(': e;shse e a}s er an " TS orm
solidified regions. In view of the interplay between the two facd Packed bed more easily, which is the case forAd particles

; P : here a gradient is confined withia 2 cm region towards the
tors, one can tailor a gradient in an FGM by controlling the varly h G
ous processing conditions. bottom with a packed bed of about 1.5 cm in thickness followed.

For particles of 10um, however, the sedimentation is too slow

C. Solidification of Al-SiC FGMs. The validated code was and the final particle concentration is almost uniform throughout
applied to simulate the casting of Al-SiC FGMs from a melt 6 crthe ingot.
in height, with the bottom chill surface maintained at a constant The initial particle volume fraction has a significant effect on
temperature. The packed particle volume fraction was set to be #@ final particle distribution, especially for a larger particle size
percent. Although this value may vary in reality, depending on tHike 40 um, as indicated in Fig. (€¢). A gradient is formed from
degree of particle clustering, the general conclusions are sthle bottom of the ingot in all three cases. The initial particle
applicable. concentration of 10 percent gives the thickest gradient region and
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Fig. 7 Particle concentration distribution in a solidified Al /SiC composite under different processing conditions

the steepest gradient. 20 percent initial particle concentration ssheme to achieve the desired gradient. Research is underway to
sults in a thick packed bed region whereas the 5 percent cdisel an optimized set of processing conditions using an inverse
simply does not have enough particles to generate a thick gradipmblem design methodology.
layer. Therefore, in the casting practice, there exists an optimized
initi{il particl.e volumg fraction at a specific particle size for & Conclusions
desired particle gradient. ) ) ) )

The effect of superheat, however, is not pronounced as can b&oth experimental and numerical studies have been carried out
seen from Fig. 7(d), which may be attributed to the large thermfr solidification of FGMs. Key conclusions from this study are as
conductivity of aluminum, allowing the superheat to be dissipatd@llows:

quickly upon cooling. A higher superheat allows slightly more | gjqr optic probes working in the reflection mode were suc-

ti_me for par_ticles to settle r_:md hence a thinner g_r_adie_nt layer ar"3(§ssfully applied to the in situ measurement of particle volume
higher particle concentration at the same position in the gradlergction

zone. - . ) . . 2 The experiments were performed to provide benchmark data
The simulations confirm that the generation of a particle co‘%-

trati dient is determined by th tition bet n the time evolution of the particle distribution during solidifica-
centration gradient IS detérmined by the compettion between W&, rocessing as well as to investigate effects of various process-
rates of particle sedimentation and matrix solidification. It shoul

be pointed out that in this study the final profiles of particle cor}-rg parameters. The interplay between solidification and particle

. . ; ansport was elucidated in relation to creation of gradient struc-
centration do not vary monotonically across the entire part. I®ires in FGMs

stead, there exists a layer of increasing particle volume fractiong e myitiphase solidification model developed in this study
from the initial concentration to the packing limit, followed by 55 extensively validated against the experimental results and

particle-free region on top of isee Figs. 6 and)7This is due to oonerally good agreement was found. Simulations for the Al/SIiC
the fact that cooling starts instantaneously with the settling pr PMS indicated that by optimizing the processing conditions,

cess, resulting in a particle concentration being close to the initigl ., "4 particle size, initial particle concentration, cooling rate

value at the cold surface. In order to obtain a monotonically varng,y gnerheat, one can engineer a desired gradient in the solidified
ing particle distribution in the finally solidified part, one could

delay the cooling until the maximum particle concentrafios., a part.

packed bedforms at the bottom followed by a layer of decreasing Future work will focus on other modes of the interactions be-
particle concentration upwards. The multiphase model developeeeen particles and the solidification front, e.g., particle pushing
in this study can be applied to design such a delayed cooliagd clustering. The model can also be extended to design centrifu-
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gally cast FGMs. Research is also underway to investigate multif2] Lajoye, L., and Si, M., 1988, “Modelling of Particle Segregation During
dimensional solidification with melt convection in the presence of ~ ¢entifugal Casting of Al-Matrix Composites,” irCast Reinforced Metal
particles.
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Nomenclature

a
b

—A0Toca—xQ Q.movo

— -
3

< < C~s

= coefficient in Eq.(1)

= exponent in Eq(1)

= specific heat, J/kg-K

= hindered settling function

= diameter of particlesym

= gravitational acceleration, ni/s
= thermal conductivity, W/mK

= height of the suspension, m

= particle/liquid drag per unit volume, N/

= pressure, N/

= absolute temperature, K

= melting temperature, K

= wall temperature, K

= time, s

= sensor output, V

= velocity component iry-direction, m/s
= y-coordinate in Cartesian system, m

Greek Symbols

e = volume fraction of phasg, [—]
g, = initial particle volume fraction[ —]
s = phase change rate, kgl
p = dynamic viscosity, Ns/m
p = density, kg/m
Ah = latent heat of fusion, J/kg
Subscripts
i = initial condition
| = liquid phase
p = particle phase
s = solid phase
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Incandescence Measurement
«ivi | During CO, Laser Texturing of

Graduate Student Researcher,

wse | Silicate Glass

Ted D. Bennett

Assistant Professor, Laser zone texture is a new approach to improve tribology performance of high aerial
Mem. ASME density disks made with glass substrates. In this process, nanotexture is introduced to the
g-mail: bennett@engineering.ucsb.edu surface by discrete laser pulses. The topography change is due to the elevation of fictive
temperature in the short time and high temperature scales that occur through the laser
Department of Mechanical and energy coupling with glass. To exercise better control over this thermal process, knowing
Environmental Engineering, the temperature field induced by the laser pulse and the timescale of the thermal cycle are
University of California, very important. In this paper, emission measurements are made from a laser-heated
Santa Barbara, CA 93106 surface of approximately 30an? and temporally resolved to 100 ns. Several emission

bands are collected in the visible. From emission data, the extensive heat capacity of the
heat affected zone is derived, allowing peak surface temperatures to be determined from
the pulse energy. Experimental results are compared with a numerical model to determine
the validity of earlier calculations and conclusiong$DOI: 10.1115/1.1351166

Introduction Examples of contact methods employed for laser heating include
e use of thermocoupld8,9]and thermoresistorfd0,11]. Opti-
| measurements are the most common non-contact method of
tgmperature sensing, and can be implemented with either active
gobes or passive measurements. Measuring changes in the optical
o ; : operties of a surface at the wavelength of a probe beam has been
lubrication .Iayer on the disk surface and the head. This for ed to time resolve temperature changes during laser processing.
changes with the contact area between the surfaces. Laser tex gmples include measurements of reflectivit2], X-ray dif-
can prow_de_ sp_atlally separated_ bumps on the disk surface t tion [13], Raman scatterinfl4], and interfererlwélS]. Py-
re(\j,\l;cehstlctlon Iln thdetnead Iarr]ldw_lg Z%n&ﬂ: h et rometry is a passive non-contact measurement of the thermal
€ have explored the mechanism by WhICh Nanotexture IS Pi@yission from a heated surface. This is the most widely used
duced on a silicate glass surface with microsecond laser pul$gs, contact method. and has been used for measuring the tem-
[5,6]. Our investigation suggests that bu_mp formation is the pro Brature rise in many laser heating problef6—21. Two- (or
uct of a local change in microstructure in the heat affected zong,e) color methods attempt to determine temperature from the
This change occurs in a region where the thermodynamic tefjensity variation with wavelength predicted by Planck’s distri-
perature exceeds the glass transition temperature. The transifipi,,. Alternatively, as done in the present work, one can con-
temperature is defined as the temperature above which microstiyrer the intensity variation with temperature predicted by
tural relaxation occurs within a given timescale. Consequently, th,nck’s distribution as a way of performing pyrometry.
shorter the timescale, the higher the transition temperature. Thg, the process studied here, laser heating occurs withirs 1
“fictive temperature” characterizes the microstructural state of,or an area of approximately é@ﬂnz. Simultaneously, the sur-
the glass, and equals the thermodynamic temperature at which fhie, of the glass is moving at a speed of 1.6 m/s under the laser
existing microstructure would be in equilibriufi]. However, peam Due to these constraints, pyrometry is the best choice for
since glass is not in thermodynamic equilibrium, knowledge Qfg task of temperature measurement. In this work, we have de-
both the thermodynamic temperature and the fictive temperatq;@oped a monochromatic pyrometry measurement, suitable for

are required to define the state. . Ehe weak emission inherent to the laser texture process.
Glass laser texture must be able to produce bumps of suitable

size and with sufficient control for future hard-drive products. Th?emperature Determination
bump height and diameter are of great interest since they are ) . N .
important parameters affecting the tribology performance of the Under non-ideal conditions, calibration of a pyrometer is chal-
disk surface. Since topography development is a product of tl§&9ing. In the present work, we would like to measure tempera-
thermal cycle, acquiring temperature information during the g|a§ére ina ma_terlal that is e§sentlally transparent or semitransparent
evolution is crucial. In theory, the temperature rise resulting fro@ver the visible and near infrared; that experiences a temperature
the laser pulse can be calculated using a heat diffusion modéte confined to micrometers in spatial scale and microseconds in
However, in practice this is difficult without an additional experi{€mporal scale; and that is highly nonisothermal. Experimentally
mental investigation because of insufficient glass thermal physi@i]e measures something proportional to the intensity predicted by
information. Therefore, it is desired to experimentally measure thaanck’s distribution. However, in addition to the temperature
temperature rise in the glass resulting from a laser pulse. rise, the collected emission will depend on the emissive properties
Many techniques have been used for time resolved temperat@fdhe glass and the volumetric extent of the temperature rise, as
measurements during laser heating. They can be broadly classiHéd! @s the transmissivity of the optics and the responsivity of the
as either contact methods, in which a temperature sensing de ector. Furthermore, if Plank’s distribution is to be used, the

is placed in contact with the sample, or non-contact method€Mmperature rise in the glass must be characterized by an effective
value because of the nonisothermal nature of the emission source.

Contributed by the Heat Transfer Division for publication in tf@RNAL OF In this experlment, we compare emission collected at different
HEAT TRANSFER Manuscript received by the Heat Transfer Division March PPulS€ energies but at the same wavelength. The method developed
2000; revision received November 21, 2000. Associate Editor: A. Majumdar.  here to determine the temperature rise requires that the measured

Today’s high-density computer drives require super-smoo
disk surfaces for low flying heads. However, this can lead to
severe stiction problem between the head and the disk surf
when they are in contact. Stiction is a capillary force between tl
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emission signal is proportional to the emission intensity from the The measured spectral emission is related to Planck’s intensity
glass, and that the emissive properties remain constant over digribution (given in terms of the emission temperajuby an
range of conditions used for measurements at a given wavelengthittance factoe;
With these conditions satisfied, an effective emission temperature

can be calculated from Planck’s distribution if the proportionality e =elyp= eiCalm (4)
constant between the measured signal and the emission intensity hmeast FENDT C, '
is known. To facilitate determining this unknown proportionality A7l ex Nomi) 1

constant, we impose a third requirement that the effective emis- 4
sion temperature is proportional to the laser pulse energy. ToViere C,=37413 Wjum*/cn? and C,=14388umK. By com-
good approximation, there is a linear relationship between théning the Eqs(3) and(4), the relationship between the measured
temperature rise and the laser pulse end@ly Therefore, the €mission signal and pulse energy is expressed in terms of the
third condition is satisfied if the effective emission temperaturénknown extensive heat capacity and the emittance factor. Both
can properly characterize the temperature rise in the glass. Un@i@p be determined from the experimental data, by fitting a mea-
these conditions, the proportionality constant between the méared trend in peak intensity with respect to pulse energy. Once
sured signal and the emission intensity and the proportionalifye extensive heat capacity is determined, the temperature rise in
constant between the laser pulse energy and the emission tempél@-glass can be calculated from the pulse energy using3q.
ture are the only two unknowns. The present procedure requires that the emittance fagtdoes

The emission temperature measured is an effective value P&t change rapidly with temperature, compared with the exponen-
flecting the temperature state in the glass. Emission temperatuif@s dependence of emission intensity on temperature given by
are sometimes defined as the temperature for which an isotherf@nck’s law. From Eq(4) it is seen that

body would give an equivalent amount of emission as the noniso- AT AT As
thermal body, at the wavelength being measured. However, this —emt = emt 7T 5)
definition suffers from the fact that the size of the equivalent Temit Cz €t

isothermal body influences the value of emission temperature.Fyr visible emission, a 30 percent change in the emittance factor
judicious choice of volume is required to apply this definition tqyjll lead to a temperature error of less than 9 percent for tempera-
the laser texture application, since the heat affect volume is smgjtes less than 6000 K.
compared with what is in the line of sight of the detector. Instead, For comparison with experimental results, the thermal cycle of
we have chosen to define the emission temperature as: the glass is numerically calculated for the laser texture conditions

studied here. The diffusion equation for heat transfer is solved by

J TKoi 1. reTkadzgy the finite element method. A detailed description of the model is
an' b H e
v given elsewherg6]. In the model, laser energy is introduced as a
: )

emit—
f Kol ype TandZdy
v

- (a
where K, is the absorption coefficient at the measured wave- - @
length andl,, is the spectral blackbody intensity. i new mode/\
This definition reflects the fact that the integrated emission
comes from elemental volumes at different temperatures in the
glass, and defines an effective temperature based on that intensity-
weighted average. In Eql), the emission intensity appearing in
the integrands contribute significantly to the emission temperature
only in regions of high glass temperature. Therefore, integrating
over a larger volume has negligible influence on the calculated
emission temperature. The difference in emission temperature for
these two definitions depends on how the volume for equivalent [
isothermal body approach is picked. R SR U SO
An extensive heat capacity is defined to relate the emission 0.0 0.5 1.0 15 20
temperature rise to the pulse energy time (us)

old model

pulse intensity —

1.0

—
[=}

dE
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P dTemit ()
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—

Notice that this is an extensive property, since we are considering <
the whole heat affected volume. If the extensive heat capacity is £
known, the peak emission temperature can be calculated from

E old model n,,
Temi= C_p +To. ©))

Equation(3) is an assertion that, a straight line can be drawn
through the glass emission temperature relationship to pulse en-+= A
ergy, over a limited range of pulse energies. This will not be the T4,
case if the measured temperature range spans a region in whict 0 1000 2000 3000 4000 5000
thermophysical properties change rapidly. Therefore, for the pur-
pose of this linear fitT, can become offset from the actual initial

temperature by phase transitions, or, in the case of glass, by ﬂp& 1 Comparison between old and new numerical models:

discontinuity in specific heat at the transition temperature, or, sift) pulse shape of CO , laser pulse; and (b) temperature depen-
ply due to the temperature dependence of thermophysiGrce of thermal conductivity —(left axis) and imaginary refrac-
properties. tive index at the wavelength of the laser  (right axis)
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volumetric heating source over the optical penetration depth, and
is dissipated by diffusion only. Unlike more frequently encoun- |
tered problems in heat transport through semitransparent materi- |
als, the temperature gradients in glass laser texture are of the orde =
of 10°K/m. Consequently, conduction dominates over other |
mechanisms of heat transport. For example, the magnitude of &
thermal radiative transport is more than 4 orders smaller than
conduction heat transfer, and is neglected in the calculation. Al-
though the surface becomes fluid at high temperatures, there is nci®
phase change associated with this process since the material i
initially in a glassy state. There is some vaporization from the
surface at the peak temperatures in the thermal cycle. However,
the impact of vaporization on the overall energy balance that dic-
tates the surface temperature rise can be neglected. i
Several significant changes from the original numerical model
are made in the present work. First, the temporal profile of the
pulse is changed from a rectangular pulse-shape used previously —
to a Gaussian shape. This is a more accurate description becaus 30um
the short 1us pulses used in the present study are approaching the
500 ns response time of the modulator used to shape the tempe@igl 2 Optical microscope image of laser texture bumps on
profile of the laser pulse. Second, the temperature dependencsil@fate glass
thermal conductivity and optical penetration depth is accounted
for in this work. A summary of the changes made is given in Fig.
1. Despite these changes, the difference in calculated temperayfes e This synchronizes data collection with the laser pulses.

rise using the current and previous model is small. The reasoMyer each trigger, light is collected by the scaler for 28 with a
that the optical penetration depth of the glass decreases with t !

, | the &8poral resolution of 0.%s.
perature while the thermal conductivity increases. These two e”'Ngutral density(ND) fi#ers are used to keep the peak PMT

ergy transport factors tend to cancel each other during heating, .+ rate relatively constant over a range of pulse energies from
However, the temperature fall at the end of the laser pulse ds, 184J. ND filters 0.1, 0.3, and 0.01 are used individually

significantly faster in the new model because of the higher them}ﬂﬁn pairs, to attenuate the collected light. This permits emission
conductivity of the material at elevated temperatures.

measurements for which the peak intensity can change by 3 orders
of magnitude without the PMT saturating. Unfortunately, using
ND filters to increase the peak temperature measurement also in-
creases the minimum temperature that can be measured by raising
Experiment the detection threshold.

The laser texture tool uses a g@aser that produces a continu-  OVer the duration of a Ls laser pulse, the glass surface moves
ous wave(CW) beam from which part of the energy is dumpe percent of the spot diameter due to the 1.6 m/s linear surface
with a beam splitter. An acousto-optic modulator is used to chdfg'OCity- It was experimentally determined that the heated spot
the CW beam into pulses with variable width and height. ThgPuld move 120um before leaving the area imaged by the col-

beam is expanded before focusing, to help reduce the spot size legtion lenses. Consequentially, the thermal cycle can be recorded

the 1/& intensity points, the focused beam diameter is appro>{?r a timescale up o 7QL.S' This proved not to be a limitation
mately 27 um [6]. ecause of the rapid cooling observed.

The samples used in this experiment are chemically strengt Emission measurements were made at wavelengths of 400 nm,

ened aluminosilicate glasgémajor components are SjOand 5 nm, 550 nm, 625 nm, an.d 700 nm. For each wavelength,
Al,O). The glass disk is mounted on a variable RPM spindle thgiéasurements were made at.lincrements over a range of pulse
is attached to a translation stage. Laser heated spots are patterned

in a spiral on the disk during experiments by simultaneous motion

of the spindle and the stage. Figure 2 shows an optical microsco e

image gf laser texture bugmps ?nade on a glass rs)am|ole. The C [scater discriminator}«————{ PMT |
laser, modulator, spindle and stage are all computer controlled.

The process of visible emission detection is shown schemai @@
cally in Fig. 3. Thermal emission is collected during laser texturt D A
through a spectrally selective coated sapphire plate. The sapph o e
plate acts as a mirror at the wavelength of the,@Ber(10.6um) [ pg ] ; g visible light
and transmits in the visible. This arrangement permits the lasi / \
energy to be delivered to the surface in the same solid angle tt ) S >
emission is collected. A pair of lenses is used to collect emissic collecting Iense@
and image the light into a monochromator. The inlet slit of the \ .
monochromator is set at 1 mm, which is sufficient to admit al N
light transferred by the collection lenses. The front and back sl sapphire mirfor CO, laser

settings yield a spectral resolution of about 20 nm. The gratin —
used in this work is optimal for wavelengths from 330 nm to 75( disk
nm. A photomultiplier tubéPMT) detects light transmitted by the R B B
monochromator. The sensitivity of the PMT is several orders c : :
magnitude higher than other detectors for visible light. A discrimi- L] !
nator accepts negative input pulses from the PMT, rejecting tho: ' spindle & stage |
less than an adjustable threshold. A multi-channel scalerisused 7777777777~ !

record and time resolve photons counted by the PMT. A pulse

generator used to drive the acousto-optic modulator also trigg&ig. 3 Experimental setup for visible emission measurements

\ focusing lens
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energies from QuJ to 18 uJ. A summation of 62,500 individual

time-resolved measurements was used to compensate for low sig-
nal levels. Since laser pulses were delivered to the surface at 50 4.0x10°
kHz, the total data acquisition time was about 1.25 s for each case. 3, 2x108

8
Results and Discussion 2.4x10

6

Figure 4 shows time resolved emission intensities at 550 nm 1.6x10
from the glass surface heated with different laser pulse energies. 8.0x10°
For each curve, the peak intensity corresponds to the peak emis- 0.0
sion temperature occurring from the laser-glass interaction. Figure
5 shows how this peak emission intensity changes as a function of 1.2x10”
pulse energy for the five different visible wavelengths studied.
Using the temperature determination method described in the
above section, the reciprocal of extensive heat capacity is obtained 8.0x10°
from a least square curve fit of the experimental data to4)qln
using the relationship between the emission temperature rise and
the pulse energy, E3), it is assumed thaf, is offset negligibly
from the actual initial temperature of 300 K Figure 6 shows the 2.0x10°
reciprocal of extensive heat capacity compared with the numeri- 0.0
cally calculated values for different wavelengths. The numerical
calculations are based on the optically thin case of(Eg.and the
assumption that absorption coefficient is temperature mdependent8 0x10°
at measurement wavelength:

4.8x10°

6.0x10° .
LTKambdv LTIM,dV 4'0)(106'_
em”JKII)\nlO_ IK - = fl - (constK,,). (6) soxio® F
v arn!\b v Ab 0.0 [ :
1.2x10° |3 _go5nm

Figure 7(a)shows the measured peak temperature as a function
of pulse energy at each wavelength, using extensive heat capaci-1.0x10°
ties found experimentally. It is noticed that the measured peak 8.0x10°
emission temperature depends on the wavelength of the collected
thermal emission. Longer wavelength measurements yield lower 6.0x10°
emission temperature values because of the spectral shape 04 gx10°
Planck’s distribution. Figure(B) shows the emission temperature
as a function of wavelength and pulse energy obtained from the 2.0x10°
numerical model using Eq6). Also shown is the calculated sur- 0.0
face temperature, which is higher than the emission temperature 5.4x10°
by about 20 percent. Lower temperatures in the glass contribute
more to the measured emission at longer wavelengths. This causes 4.5x10°
the emission temperature to decrease as the wavelength increase: g gx10*
The spread in measured peak emission temperatures at different 4
wavelengths is greater than what is numerically calculated. The 2.7x10
temperatures derived from the emission measurements are mostly 1. 8x10*
within 15 percent of the numerical calculations. However, the g gx10®
measured peak temperature rises more steeply with pulse energy 0.0
than predicted by the calculations.

F A=400nm

1 T+ 1
CA=475nm
1.0x10" |
6.0x10° [ .
4.0x10° [
-_ (°] o o
M ] $ 1 N L " ] ]
7 v 1 1 v 1 ' 1 1
1.0x10 x_550nm

} i t

T 1T I 1rrrrrqr-rrrrrrrvrvi

k=70(;nm

1

o]

12

14

16

18

7x10° | A=550nm 1.0x10°
6x10°

5x10°

4x10°

3x10°
2x10°

1x10°

intensity (A.U.)

time ( us)

Fig. 4 Time resolved emission measurements at 550 nm for

different pulse energies

Journal of Heat Transfer

0.0 0.5 1.0 1.5 20

pulse energy (uJ)

Fig. 5 Peak intensity as a function of pulse energy for differ-
ent wavelengths. Scattered symbols represent experimental
data; solid lines show least square fit to data.

Determining the peak temperature provides the necessary scal-
ing information to transform the intensity signal into a transient
temperature measurement using E4). Representative transient
temperatures, corresponding to the intensity measurements pre-
sented in Fig. 4, are given in Fig. 8. For the pulse energies used in
this study, the highest peak temperature is about 6000 K. The
lowest detectable temperature is about 2000 K, observed in mea-
surements made without any ND filters at the lowest pulse
energies.

It can be seen that temperature rises with rates of approximately
10° K/s during heating. Initially, the cooling process is almost as
fast as heating, but slows as the temperature drops. This decline in
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Fig. 6 Reciprocal of extensive heat capacity versus emission
wavelength. Experimentally determined values are compared

Fig. 8 Transient temperatures for the corresponding emission
curves presented in Fig. 4. Experimental uncertainty is approxi-
mately 15 percent of the temperature value.

with numerically calculated values based on Eq. (6).
5500

cooling rate is due to the lower temperature gradients at longer 5000 L E=13uJ 1 E=14uJ
times and the decrease in thermal conductivity at lower tempera- ! A=625nm A=550nm
tures. The cooling rate of the glass as it falls below the transition < 400 T
temperature is substantially slower than the heating rate, at the~ 4000 -
pulse energies studied. g 3500 |-

A good agreement between the measured and calculated tem @ I 9
peratures is achieved, as shown in Fig. 9. The solid lines represent 2 0001
the calculated emission temperature. The transient temperatures & 2500 |+ T+
shown as solid circles, are derived from measurements alone. It2 6000 | 15pd T & E=16uJ
should be noted that an individual emission measurement can fall E 5500 | A=475nm A=400nm
above or below the least square fitted line used to determine heat@ 5gqo |- T
capacity for a data séas seen in Fig. 5). Therefore, the transient & 4500 |- T
emission temperature derived from any given measurement can™ 4000 T
fall above or below the numerical model prediction, although the - T
calculated reciprocal heat capacities are mostly lower than the 3500 1~ oo oo U F Ly
experimental values. A significant part of the discrepancy between O 0 0.5 7.0 1.5 0: 25 50:0:0 OB 1.0 1.6 220 25 50 55

the measured and numerical results is manifested in differences in

time(us)

Fig. 9 Comparison of numerically calculated
experimentally measured

(solid lines ) and
(solid circles ) emission tempera-
tures. For temporal comparison, hollow squares show experi-
mental results scaled with numerical results. Shaded regions
show the temperature uncertainty, as derived from the uncer-
tainty in the measured extensive heat capacities reported in

the extensive heat capacities. The comparison improves if the
measured transient temperatures are scaled to have the same peak
temperature as the numerically calculated temperature, as shown
by the hollow squares. However, there is no reason to believe that
the numerical model has better absolute temperature accuracy
than the measurement.

Conclusion

Laser texture uses the timescale of a rapid thermal cycle to
manipulate the transition temperature, and, hence, the final struc-
tural state of the glass in the heat affected zone. The transient
glass temperature has been measured during laser texture by cap-
turing the emission signal at wavelengths in the visible. To cali-
brate the emission signal with respect to temperature, the present

7000 - .
| (a) Experimental
6000 |-
5000 [~ !
< L 400nm Fig. 6.
Y 4000 |- 475nm
2 3000 |- 700nm
© | 550nm
8 2000 + 625nm
qE> !
E;ggg:}:}:::::{:::::}:':_r_;_::
S [ (b) Numerical
w \\)Xe e
2 6000 [- o2
£ 3 e\e‘(\,—“"'
® 5000 o2
Xx [~ eV
] | P 400nm
2 4000 475nm
I 550nm
3000 |- 625nm
2000 | 700nm
1000 [ PN (N TR IR A N SN U S NN ST ST N N
8 9 10 11 12 13 14 15 16 17 18 19

pulse energy (uJ)

Fig. 7 Peak emission temperature as a function of pulse en-
ergy for five wavelengths. Panels (a) and (b) show experimen-
tal and numerical results, respectively. Error bars show the
temperature uncertainty, as derived from the uncertainty in the
measured extensive heat capacities reported in Fig. 6.

380 / Vol. 123, APRIL 2001

work experimentally determines an extensive heat capacity related
to the heat affected zone. The reciprocal of the extensive heat
capacity is defined to be the emission temperature rise over the
pulse energy and can be determined from experimental data with
a least square fit to the temperature dependence of Planck’s
distribution.
Because the optical depth for visible emission in silicate glass is
long compared with the thermal penetration depth, pyrometric
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measurements do not reflect the surface temperature. Rather, the isnlgggf Glass Disk Substrates,” IEEE Trans. Mag3, No. 5:1, pp. 3181
measured emission temperature is an integrated volumetric te 5] Bennett, T. D., Krajnovich, D. J., Li, L., and Wan, D., 1998, “Mechanism of
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visible emission intensity is heavily weighted toward the highest  Appl. Phys.,84, No. 5, pp. 2897—-2905.

temperature, the effective emission temperature is only about 2061 Bennett, T. D., Krajnovich, D. J., and Li, L., 1999, “Thermophysical Model-
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ductivity were considered 9] Baeri, P., Campisano, S. U., Rimini, E., and Jing Ping, Z., 1984, “Time Re-
Yy ' solves Temperature Measurement of Pulsed Laser Irradiated Germanium by

Thin Film Thermocouple,” Appl. Phys. Lett45, No. 4, pp. 398—400.
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Introduction

In a thermal spray deposition process, small molten dropl fs
(~5-100 um) impact a substrate with very high velocity and
form, under certain droplet and substrate conditions, disc-shaq%d
splats as illustrated by the optical image of splat morphology in
Fig. 1. Although splats with a perfect disc shape are rather excep
tional than common, a clear picture of the physical processes P[?
volved in the formation of splats with regular simple shapes
serves as a starting point for the understanding of much mof
complicated morphologies, such as the mechanism of splaship(g
interlamellar adhesion, etc.
During deposition, the melt solidifies while spreading on thg1
substrate surface. The final shape of the splat is determined &?
marily by the rates of both spreading and solidification whic
depend on many factors such as the impact velocity, substr
condition, materials characteristics, etc.. Obtaining data on droplet
deformationin situ is a challenge and will remain so because
the size of the drople{~30 wm) and impact time(a few
micro-seconds).
Although some attempts have been made to performitu

measurements of the surface temperature of a spreadind splat

Contributed by the Heat Transfer Division for publication in thBURNAL OF
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 13, 1999
revision received December 7, 2000. Associate Editor: T. Avedisian.
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Role of Solidification, Substrate
Temperature and Reynolds
Number on Droplet Spreading in
Thermal Spray Deposition:
Measurements and Modeling

Numerical analysis and experimental measurements of the flattening degree of plasma
sprayed molybdenum and zirconia droplets deposited on different substrate materials are
presented. Investigation is focused on the influence of rate of solidification and wetting
angle on droplet spreading. Madejski-Zhang model with one-dimensional treatment of
solidification as well as heat transfer in the melt, solidified splat and substrate is em-
ployed to perform a numerical analysis. A parametric study is conducted to examine the
effects of droplet size, impact velocity, superheating of droplets, substrate temperature,
thermal contact resistance, and wetting angle on spreading of the splat and its flattening
degree. Numerical results show that the time for solidification can be as small as that for
spreading and the rate of solidification can greatly influence the flattening degree. A
guideline for when the effect of wetting angle and surface tension on droplet deformation
can be neglected is derived. A correlation for the relationship between the flattening
degree and Reynolds number with the consideration of solidification is deduced, and a
criterion for the effect of droplet solidification on impact dynamics to be negligible is
given. The limitations of the assumption of isothermal substrate are also discussed. The
numerical predictions agree statistically well with the experimental data.

[DOI: 10.1115/1.1351893

most of the experiments on deposition of plasma sprayed droplets
cus on the morphology of the final spldts—4], including the
attening degree. Limited data obtained from these experiments
do, not give a complete picture of the droplet spreading and so-
ification. However, in conjunction with a reliable theoretical
odel they can provide valuable information on the formation of
Jlasma sprayed splats. The experiments can help in validating the
models that can then be extended to small splats as long as the
gntinuum approximations are valid.

A general practice in the experimental study of this process is
use large size dropletsillimeter) with velocities much lower

an that in plasma spraying and to record the impacting and
reading process using high speed camigras)|. The evolution

| has also been measured for such splats.

uch large-scale experiments help to identify and verify the
ysics-based models for droplet deposition on a flat substrate.

ccording to the treatment of flow field within a spreading drop-
let, the available numerical models can be assorted into one-
dimensional Madejski-type mode[8,11,12]and two or three-
dimensional free surface deformation-type modi8|¢3-15]. The
solidification is considered either one-dimensional or two-
dimensional and is solved using the heat conduction equation
within the melt, solid and substrate. Complex physical phenom-
ena, such as thermal contact resistance, wetting properties, surface

E temperature inside the substrdfg or at the top of the splat

Copyright © 2001 by ASME Transactions of the ASME
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also made to develop guidelines for the conditions under which
the effect of surface wetting and solidification on droplet defor-
mation can be neglected.

Mathematical Model

The mathematical model employed in the present analysis is
basically an extension of the Madejski’'s splat-quench solidifica-
tion model[2] together with the modifications by Markworth and
Saunderg19] on velocity profile, and by Zhanfl2] on wetting
angle. As illustrated in Fig. 2, a droplet with initial diametty
impacts with a velocityw, on a flat substrate with an initial tem-
perature ofTg,. At timet, the deforming splat, which is assumed
to have a cylindrical shape, has a radRisthe thickness of the
solidified layer iss, and the remaining liquid layer has a thickness
b. The conservation of macroscopic mechanical energy leads to
the equation for splat radius during the deformafibh,12]. Em-
ploying the scales for time, length and velocitycgsw,, dy, and
wg, respectively, the equation presented by Zhgi®) in its di-
mensionless form can be written as
3 (dR)2~ <, 11,
10 aT b| R+ 7 b

Distance (um) d

R - -
a=t' + We((l_COS¢O)R+ 2b)

Fig. 1 (a) Optical image (using Zygo) showing the morphology

of Molybdenum splats on Molybdenum substrate, and (b) sur- R?2 [dR\?%/3 72D2
face profile of a typical splat to— =] =+ =~ = 1
p yp p b Re! dt 2 5 R2 (1)

Here, ¢, is the equilibrium contact angle between the molten

droplet and substrate, and afigis known as the wetting coeffi-

cient or degree of wetting. The Reynolds number, Re, and Weber
tension, convective heat transfer, and capillary effect, etc., havember, We, in Eq(1) are defined as
been incorporated into the mathematical models by different au-
thors. However, it should be noted that most of the model valida-
tion has been accomplished only for large-sdahdlimeter size) wherep represents the liquid density, the liquid dynamic vis-
droplets. cosity, ando , the surface tension of the melt. If the curvature of

It is debatable that the conclusions made from the study of largee melt/solid interface is neglected, the dimensionless thickness

size droplet impact and deposition, and the models developed afdhe liquid disk,b, which is the only parameter in E€L) ex-

verified based on such investigations can be directly applied to thgxitly related to solidification, can be determined from mass con-
micro-size droplets in plasma sprayifitf]. One disputable prob- servation ag11]
lem in characterizing the deposition of plasma sprayed droplets is

Re=pWodo/x, and We=pwidy/o, 2)

the role of solidification in splat formation. Although many stud- ~ 1
. o : ; b=—=5—T. 3)
ies of millimeter-size droplets have demonstrated the importance 6R

of solidification rate on the final splat morphology, it is generall L .

concluded that the solidification in plasma spray deposition i€ initial conditions for Eq(1) are
much slower than the spreadif7,18]. The major argument for _ _ 1 dRl
this conclusion is that the thermal contact resistance and the Ro=¢, bo==—=, —&
nucleation delay become more important on the heat transfer and 6e dt
solidification rate for the smaller droplets, as summarized Ry the value ofe=0.74[11].

DykhU|zen[18] A supporting experimental evidence for this con- The thickness of the solidified |ay&' can be determined by

clusion is that many data of the measured splat flattening degigfying either one-dimensional or two-dimensioftd ] heat con-
agrees reasonably well with the Madejski correlati@y. 20),

which considers only the effect of viscous dissipation and neglects
the effect of solidification on droplet spreadif@).

However, our recent plasma spray experiments demonstrate
that the flattening degree of molybdenum droplets being deposited
on a molybdenum or steel substrate is significantly smaller than
that on a glass substrate. This indicates that the solidification do
affect significantly the spreading of micro-sized droplets with high
impacting velocities, which is contradictory to what has been gen-
erally believed by the thermal spray researchers. This phenom-
enon has motivated us to perform the present numerical analysis
on relative time scales of the droplet spreading and solidification
by simply employing the Madejski-type model. The goal of our
analysis is to define the region where solidification plays roll in
the deposition of micro-sized droplets processed by plasma spray.

Another important issue that is addressed here is the assump-
tion of isothermal condition for the substrate as employed in many
of the numerical analys¢8]. This condition is not valid for many
commonly used substrate materials as revealed by our expgily. 2 Schematic of the droplet deposition process and the
ments of Mo droplet deposition on a glass substrate. An attemptégevant geometry

(31179 ”
- |5t a0 - @
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duction equation with phase change. Since the goal of the preséalle 1 Droplet parameters and substrate conditions of the
study is to identify the role of solidification on splat formation angxperiments

obtain analytical correlation for flattening degree, we have chose[ Droplet- | Ty, | Mean Size Velocity, | Temp., Ty
to sglve the foIIowmg one-dimensional heat condqctlon equatior| gy pstrate X) (km) W (nvs) X)

\i/xltt:rlgcfg,e melt, solid and substrate with a moving melt/solid Moo 613 30 100-150 T 3890-3000

Mo-Glass | 613 30 100-150 | 2890-3000

fﬁ:iﬁ ®) Mo-Steel | 613 30 100-150 | 2890-3000

gt Pedz®’ PSZ-Steel | 473 33 170-200 | 3160-3250

Here, 0=(T—Tsuw/(Tm— Tsuw is the dimensionless tempera-
ture, « is the thermal diffusivity of the corresponding material,
and the inverse of Peclet number, 1#Pe/wqd,, represents the droplets were deposited on three different substrate materials, mo-
dimensionless thermal diffusivity. o lybdenum, glass and steel, under similar substrate and plasma
In our test calculations, thermal radiation at the melt surface &gngitions using a Plasma Technik PT-F4 gun. PSZ powders were
found to be much smaller than that by conduction, therefore, Rpocessed with a Sulzer Metco 9MB plasma gun and deposited on

heat loss is assumed at the splat surface, i.e., a steel substrate. The detailed experimental conditions are re-
90 ported by Jiang and Sampdth] and only the parameters relevant
—| =0. (6) to present analysis are listed in Table 1.
9Zl5 5.3 The measured flattening degree is plotted in Fig. 3. The data

The heat balance at the melt/solid interface can be expressed W§re obtained by using the Zygo optical non-contact surface pro-
filometer, which measures the volume and diameter of each indi-
ds Ja[ks 96 30

vidual splat. The experimental data shown in Fig. 3 is a number
dt Pelk daz Tz ' ) average of a large number of splébout 100that have different
droplet sizes, impacting velocities and overheating degrees. The
where ks andk; are thermal conductivities of the solid and meltstandard deviation for the statistics is also shown in the plot, with
respectively, Ja<|(T,— Tgup/Lpy, is Jakob number witfi,, rep-  a value of about 20 percent for each material. The flattening de-
resenting the melting point,,,, the latent heat of fusion, ar, gree for Mo on steel is very similar to that for Mo on Mo, and
the specific heat of melt. No undercooling is considered in thgence, this data is not plotted in this figure. From Fig. 3, it is
present solidification calculation. Therefore, the temperature at tigident that the flattening degree for Mo-Mo is significantly
melt/solid interface is equal to the melting point, smaller than that for Mo-Glass, although the process parameters in
O5=1 ®) both cases are the same. Obviously, the characteristics of substrate
z=s material play an important role in droplet spreading and deposi-
The heat balance at the splat/substrate interface including the cton, which is not included in the commonly used Madejski's

7=%" 7=t

tact resistanceR; can be written as correlation, Eqg.(20). There are two possible mechanisms by
d which a substrate can affect the droplet characteristics during its

‘?_f — _0(907_ 00+). ©) deposition, one—the wetting coefficient, and the other—the rate

0Z|5_ o+ KsR; of solidification. Solidification can arrest the droplet spreading

and reduce the flattening degree. Which of these mechanisms is

At the bottom of the substrate in the computational domain, the controlling phenomenon in the present case will be clarified in
temperature is considered constant, the following section

05-_1 =0. (10) A comparison between the predicted values of flattening degree
sub and the experimental data is also presented in Fig. 3. During cal-
This is valid if a large thickness of the substra8emm) is con- culations, we select particles with different siz6s10, 20, 30, 40
sidered during the simulation. um), assign each droplet with 3 different velocities within the
By solving the above set of equations for droplet deformatiopelocity range(i.e., 100, 125, 150 m/s for Mo, 170, 185, and 200
and solidification, we can obtain the thickness of the splat ama/s for PSZ), and with 3 different overheating degré@s200,
solidified layer at any timd, as well as the flattening degree,
which is defined as

En=2RId,. (11) 7 . 1 T . }
The ordinary differential equation, E¢l) is solved using the 6 I RN Exp. data
fourth-order Runge-Kutta methd@0]. A finite volume scheme g 7
[21]is employed to solve the heat conduction equation, (&j. ‘:)’: 5 1 Cale. data
At each time-step, the thickness of solid layer is obtained by solv- ¢ 7]
ing Eq. (5) with a current value of melt thicknesk, and a new
melt thickness is then calculated through E8). The updated & 4r

melt thickness is then fed back to the solution algorithm of Eq. &
(1). Since the thickness of the substrate is much lat§emm)

than that of the melt and solid, a non-uniform grid is used in the
substrate layer with total number of grids as 200. A moving uni-
form grid is used for both the melt and solid layg2&]. A grid of i
20 nodes in each layer is found to be enough to produce grid 1 H

w

N\

3

; . - . - N
independent solutions. The dimensionless time-step needs to \\ A N\ v
adjusted for different cases and a typical value i5%0 0 . : sl .
Fig. 3 Statistical comparison between the calculated flatten-
Experimental Data and Model Validation ing degree with experimental data for molybdenum on molyb-
denum, molybdenum on glass and PSZ on steel.  (Mo-Steel data

Experiments were conducted using two different powder matgre very close to the Mo-Mo data, and hence are not presented
rials, molybdenum and partially stabilized zirconiBSZ). Mo here.)

384 / Vol. 123, APRIL 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Thermo-physical properties of droplet and substrate materials used in calculations

pkg/m’) | ¢, (kgK) | A(WmXK) | o, (kg/m’) v (m?/s) Source
Mo (liquid) | 9.35x10° 570. 46. 225 6.78 x10~ 23]
(solid) [ 102 x10° 339. 84.
PSZ(liquid) | 5.7 x10° 604. 232 05 6.5x10° [3]
(solid) [ 5.7x10° 604. 232
Glass 2.0x10° 900. 1.17 [24]
Steel 7.8x10° 400. 30.

Data from Refs[23] and[24]included in table.

and 400 K). The fattening degree for each droplet is obtained byg time, defined as the time when spreading reaches 90 percent of
solving Eq.(1) and Eq.(5) simultaneously. The thermo-physicalits maximum valug(without the consideration of solidificatipn
properties of droplet and substrate materials are listed in Tablecan be estimated using the expression proposed by Trapaga and
The predicted value of flattening degree shown in Fig. 3 is tHgzekely[25]
number average of flattening degree of all the selected droplets. A 2d
close agreement between the computation and measurements Z0 pe2
shows that the Madejski’'s type deposition model together with 3wg
one-dimensional treatment of solidification and heat transfer As we know, the final thickness is determined by the solidifi-
makes a good prediction of the splat flattening degree, at least @ftion rate(the lower curve in Fig. % Therefore, if the solidifi-

the given conditions. It is worth pointing out that the good agregation time is short(rapid solidification, the spreading of the
ment on just the flattening degree does not mean the perfectiory@bplet is terminated when it experiences rapid decrease in the
such simple one-dimensional treatment. Many complicated ph@iickness. For this reason, a small change in the solidification time
nomena associated with the deposition, such as splashing, resig4al have a significant influence on the thickness of the final splat.
stress in splat/coating, adhesion, etc., need to be considered, R@é-call this time domain<t,)—the solidification sensitive re-
ticularly if a multidimensional approach is adopted. This is out Gjon. In contrast, the time>t, o) is the solidification insensitive

t0.9: (12)

the scope of the current effort, which focuses on the charactetiggion, i.e., if the solidification time is longer than this time, a
tics of solidification and spreading rather than the model itself. change of the solidification time will not significantly affect the

Numerical and Theoretical Analysis

Characteristics of Droplet Spreading and Solidification.

thickness of the final splat.

From the solidification lines it is evident that the solidification
of Mo is much faster on Mo substrates than on glass, which is
obvious since Mo has much larger thermal conductivi8p

Figure 4 shows the evolutions of the splat thickness and melt/sojigym.K) than glasg~1.17 W/m-K).
interface for Mo droplets on Mo and Glass substrates, and PSZ oreor the case of a 3@m Mo droplet, the spreading time pre-
Steel substrate obtained by using the numerical model presenigded by Eq.(12) is about 0.7us. After 0.7 us, the droplet will

earlier. The parameters selected for Mo droplet dgez 30 um,

velocity, wo=150m/s, temperature],=T,=2883K; param-
eters for PSZ droplet aredy=30um, velocity, wyo=200 m/s,
temperatureT,=T,,=2950 K.

not experience appreciable changes in splat thickness and its di-
ameter. If the time for splat solidification falls into this time pe-
riod, i.e., beyond 0.%s for Mo, the change in solidification rate,
due either to the change in substrate temperature or to droplet

As shown in Fig. 4, the upper curve characterizes the changeg¥erheating or both, will have no significant influence on the final
the thickness of a deforming droplet. The thickness decreases rgptat size, as shown in Fig. 4 for Mo-Glass. This is also the case
idly only in the initial time period(toq in Eq. (12)). After that for PSZ droplets depositing on a steel substrate, shown in Fig. 4.
time, the thickness does not change much during further spregge spreading time for 3am PSZ droplet is about 0,3s and the
ing. An approximate time for rapid spreading, also called spreagpiidification time is about 0.9s.

| Mo-Glass
21 gN 7 PSZSteel

»

0 fegaos=oy T ‘I T T T T T 1
00 01 02 03 04 05 06 07 08 09 10
Time [ps]

Thickness of Splat/Solidified-layer [um]

Fig. 4 Change of splat thickness due to spreading (upper part
of the curves) and the thickness of solidified layer  (lower part)
for a molybdenum splat impinging on Mo and glass, respec-
tively, and PSZ on steel

Journal of Heat Transfer

On the other hand, the time available for a Mo droplet to spread
on a Mo substrate is less than Qu& because the spreading is
arrested by rapid solidification far before the droplet has fully
spread outFig. 4). Clearly, the rapid solidification plays a critical
role in spreading of the droplet and can reduce the spreading,
thereby reducing the flattening degree.

Effect of Wetting Angle. To clarify the role of wetting in
flattening of the droplet, we have considered the deposition of Mo
droplets on substrates with three different wetting anglgs,
=10deg, 90 deg, 160 deg. Results show no appreciable effect on
spreading as well as on final flattening degree for given droplet
parameters. The maximum difference is within 1 percent. This can
be explained by employing the criterion for viscous dissipation
dominant regime proposed by Zhafi],

We>40.0(1— cos¢o) R (13)

For Mo droplet parameters used in this calculation, id.,
=30um and wy=150 m/s, the Reynolds number and Weber
number are 6637 and 2805, respectively, which happen to be in
the viscous dissipation regime, and therefore, the surface tension
and wetting angle effects are minimal.

However, for a droplet with smaller size and/or with lower
velocity, the effect of surface tension may become significant. The
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Fig. 5 Viscous dissipation dominating region is above the Fig. 6 Dependence of flattening degree on droplet diameter
lines representing the criteria for different materials. The shad- and impacting velocity for molybdenum droplets on two differ-
owed area represents the typical droplet conditions in plasma ent substrate materials

spraying.

sponds to a steeper spreading line but the same solidification line
condition where viscous dissipation and surface tension play equralFig. 4. It ends up with a thinner splat, i.e., a larger flattening

role in droplet spreading is given by Zhaptp] as degree. This explains the slightly larger influence in the case of
Mo-Glass than Mo-Mo since the spreading is terminated earlier in
— _ 4
We=6.331—cos¢o)Re 14) the Mo-Mo case by a faster solidification before the difference in
If we reformulate Eq(13) and Eq.(14) in an explicit relation- thickness caused by the velocity difference reaches its maximum.
ship for droplet diameter and velocity, we obtain, To show the influence of the droplet velocity and its diameter
1.640.6 06. 0.4 on flattening degree, we employ the theoretical correlation of
Wgdg~>40.01~coseo) oy /(p~"p™7), (15)  Zhang[12], which gives
and 1 ﬁ)l 3(1-0osd0) (=10 [ £n |20
w5 °dg®=6.33 1—coseo) oy /(p*u). (16) Re|1.18 We 115

Setting the limiting value;-1.0, for the wetting coefficient and a7)
substituting the appropriate values of thermophysical propertiesvitereS indicates the solidification rate and is obtained from
Eq. (15) gives w3%3®>5.65 for Mo droplets, andwg®d3® 3=\
>0.83 for PSZ droplets. These two criteria are presented in a plot S=SVL, (18)
for droplet velocity-versus-droplet diametéfig. 5). Also, the if the thickness of the solidified layer is correlated to the square of
typical process values of droplet diameter and velocity range ftime.

Mo and PSZ droplets are indicated with a shadowed area, al-The second term in Eq17) represents the effect of surface
though not all these conditions ensure disc-shaped splats. tension and wetting angle, and, as we have noted earlier, can be
As illustrated in Fig. 5, all PSZ particles are in the viscouseglected in comparison with the first term, representing the vis-

dissipation dominant regime, which implies that the surface teoeus dissipation. Since the solidification ra,does not depend
sion and wetting angle effects can be ignored in the case of P&a. the droplet velocity and its size in one-dimensional heat con-
But for many sizes of the Mo droplets, the effect of surface temtuction model, Eq(17) shows that a larger droplet diameter or
sion may be comparable to the effect of viscous dissipation. Nehigher velocity, that means higher Reynolds numbers, will make
ertheless, the influence of wetting on flattering degree is not e flattening degree larger.
significant as that of the viscous dissipation. Generally, thelf the solidification rate,S, is appreciable, as in the case of
spreading of smaller droplets and droplets with lower velocity aio-Mo, the solidification term in Eq(17) becomes much more
more dependent on droplet surface tension and wetting angle.important compared to the effect of Re. This explains why the
oo o Gope Size and s ol To oidete e Suonger for o Glass an for o U
. ! If we re-plot the data in Fig. 6 in terms of Reynolds number, as
have Chose'? the Mo _drople@s with 10, 20, 30, 40, 50, 60, 70'. 8&1own in Fig. 7, they can be correlated very nicely with Re. A
and 90um diameters impacting on Mo and glass substrates with.g, 0 relationship between the flattening degree and Re can be

velocity of 100, 150, and 200 m/s. The computational results f larived from Eq.(17) by neglecting the second terfsurface

these cases are plotted in Fig. 6. As shown in this plot, the ﬂa[le-Insion effectsand approximating (1.18/1.15%~1.0

tening degree is generally larger for bigger droplets and highe

velocities. Also, an increase in flattening degree caused by higher £n |20 S S
velocities and larger sizes is relatively larger in the case of (1_18 =JRe E\/ﬁe) +1f§\/R—e . (29)
Mo-Glass. :

The reason for larger flattening degree at higher velocity is Since the solidification rate is not dependent on the size and
relatively straightforward. If we neglect the convective heat transelocity, (or Reynolds numbenf the droplet for a fixed substrate
fer in the melt, as we do in the simple one-dimensional heat cooendition, the flattening degree should be a function of only Rey-
duction and solidification model, the droplet impact velocityolds number. That explains why many researchers succeeded in
should have no influence on its solidification rate. Meanwhile&orrelating their experimental data of splat flattening degree using
higher velocity causes faster spreading of the droplet. This cortbe famous formulation,
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Fig. 8 Dependence of flattening degree on substrate tempera-

Fig. 7 Relationship between the flattening degree and Rey- ; ;
ture for different materials

nolds number. Curves represent the correlation, and scattered
values are calculated flattening degree for droplets with differ-

ent sizes and different velocities by solving Eq. (1) and Eq. (5).
obtained and plotted in Fig. 7. The correlation for PSZ droplets

fits closely to the scattered data for various droplet size and ve-
¢ =aRe?2 (20) locity, while the curve for Mo droplets on glass is slightly higher

m ’ than the computational data and that for Mo-Mo is below the data.

with different authors proposing different values for the coeffiThe discrepancy comes from the validity of isothermal assump-

cienta [3], ranging from 0.83 to 1.29; 1.29 being the value obtion for the substrate. For PSZ droplets on steel, this assumption
tained by Madejski2] without solidification. From Eq(19), a reflects quite well the fact that the thermal diffusivity of PSZ is
modified version of Madejski’'s model, the maximum flatteningnuch smaller than that of steel. But for Mo-Mo, heat conduction

degree without solidification can be expressed as within the substrate is already comparable to that within the melt
_ 2 and solid, and for Mo-Glass, the isothermal hypothesis is not at all
¢m=1.18RE% (1) applicable.

This curve is also plotted in Fig. 7, which shows the maximum

possible flattening degree, and is in close agreement with the PSzEffect of Substrate Temperature, Droplet Overheating, and
Steel and Mo-Glass data. Thermal Contact Resistance. The substrate temperature, drop-

The value ofa in Eq. (20) is actually dependent on the rate ofl€t overheating and thermal contact resistance all have direct in-

solidification that is determined by the thermophysical propertiéience on splat solidification. These parameters affect the flatten-
as well as the conditions of both the droplet and substrate. Unféfg degree through the rate of solidification. Since a theoretical
tunately, there is no general analytical correlation $orSome expression for solidification rate that includes all of these param-
simple correlations may be derived by making simplifying aseters is very difficult to obtain, a parametric study is performed to
sumptions. For example, from E¢7), under the conditions of demonstrate the effect of each parameter on flattening degree. The
constant substrate temperature, a linear temperature distributfbaplet size used in this parametric study isa®. The velocity
within the solidified layer, a small temperature gradient within thi 150 m/s for Mo droplet and 200 m/s for PSZ droplet.

melt and a perfect surface contact, the non-dimensional solidifi-Figure 8 shows the effect of substrate temperature on flattening
cation rate S, can be expressed [2]: degree for Mo-Mo and PSZ-Steel. Generally, a higher substrate

temperature increases the flattening degree slightly in all cases,
. 12 Jakg -
~ VRePrk (22)

Substituting Eq(22) into Eg. (19), we can obtain 7 ‘ .
. 6.5} AT .
Ja ke Ja kg% = SN
= — 2 41—/ = } 2, wr .-
ém ( 2 Prk, 2 Prk (L18REY.  (23) g 6} Mo-Glass -
Equation(23) shows that the flattening degree is indeed propor- 50 551 ]
tional to Ré’® even when the solidification influences spreading. 2
The criterion when the solidification effect on flattening can be & 5 ]
R= PSZ-Steel
neglected, then reduces to g ask M es
Ja kS § I [
_— =L a9 i
2 Pk, <1. (24) 4
This is consistent with the criterion proposed by Pasandideh. 3.5 Mo-Mo
Fard et al[8]. It is worth reminding that Eqg23) and (24) are 3 . . , |
based on the assumption of_ an isothermal substra_lte. For substral 0 100 200 300 400 500
with low thermal diffusivity, like glass, these equations will not be
applicable. Overheat Temperature, Tover [K]

If Eq. (23) is applied to estimate the flattening degree of
Mo-Mo and PSZ-Steel, correlation similar to EQO) with coef- Fig. 9 Dependence of flattening degree on droplet
ficienta=0.48 for Mo droplets and=1.03 for PSZ droplets are overheating
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degree is significantly influenced by the rate of solidification that
is always higher in the case of substrate with a large thermal
diffusivity. Under such conditions, the coefficiena™ in the
8 | popularly used correlatior,,=a Re’?, for flattening degree must
be modified to include the effect of the parameters that control
solidification. For examplea equals 0.48 for Mo-Mo while its
6 | value for PSZ-Steel is 1.03 value closer to 1.18 as predicted by
the Madejski-Zhang model and 1.29 by the Madejeski model.
The results also show that a lower substrate temperature and/or
4t | higher thermal diffusivity reduces the flattening degree by enhanc-
/ 10°
‘ 7

10 1 I [} |

ing the rate of solidification and arresting the spreading. On the
i other hand, a higher thermal contact resistance and superheating
2L 10 of droplet have opposite effect. When all of these effects are ac-
N counted for in the formulation, numerical predications agree sta-
. ™~ ) tistically well with the experimental data for a broad range of
o el e A il sl materials, droplet size, its velocity, and substrate conditions.
0 0.2 0.4 0.6 0.8 1 The experimental results support the effect of surface tension
. and viscous dissipation on droplet spreading as included in the
Time [ms] Madejski-Zhang model. They also agree well with the concept

) ) o and criteria for the surface tension and viscous dissipation regimes
Fig. 10 Thickness of a molybdenum splat and the solidified as proposed by Zhar{d.2].
layer showing the influence of thermal contact resistance
(m2K/W) on spreading and solidification

Thickness of Splat/Solidified-layer [Lm]
]
"
o
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Steel is considerably long compared to the spreading time and the
intersection between the spreading line and the solidification li
falls in the region where the flattening degree is insensitive to
solidification rate, as discussed before and shown in Fig. 4, thea = coefficient in the correlation of flattening degree, Eq.
effect of substrate temperature in the case of PSZ-Steel is less (20)
noticeable than in Mo-Mo. Similarly, since the overheating of b = thickness of the melt, m
droplet impedes the solidification of droplet, it also slightly en- ¢, = specific heat of the melt, J/kig
hances the flattening, as shown in Fig. 9, and the effect is moré, = initial droplet diameter, m
important for Mo-Mo than for PSZ-Steel. Ja = Jakob number, Jac/(T,— Tsu/Lm
The effect of thermal contact resistance on splat morphology isk; = thermal conductivity of the melt, W/nK
also numerically investigated and the results are shown in Fig. 1Ks = thermal conductivity of the solid, W/nK
for the case of Mo-Mo. The curves for four different values ofL,, = latent heat of fusion, J/kg
contact resistance show that the solidification rate, and hence thgy, = thickness of the substrate, m
flattening degree, can be drastically reduced by reducing the theRe = Peclet number, Pewyd,/
mal contact resistance to 10m’-K/W. Since the flattening de- ~ R = radius of spreading splat, m
gree obtained usingR,=10"8 m2-K/W agrees reasonably well Ri = thermal contact resistance /W
with the experimental resuliote that the results in Fig. 3 were Re = Reynolds number, Repwody/u
obtained without contact resistangi indirectly provides an es- S = thickness of the solidified layer, m
timation of the thermal contact resistance which is very difficult, S — dimensionless solidification rats,zé/\ﬁ
if not impossible, to be measured directly from the experiments. t = time, s
The thermal contact resistance for Mo-Mo should be less thaty, = spreading time, s, in Eq12)

menclature

10 8 m2.K/W. T = temperature, K
Ty = initial temperature of impacting droplet, K
Conclusions T,, = melting point of droplet material, K

) . Tsup = Substrate initial temperature, K
An experimental and numerical study has been performed tg, " = impacting velocity of droplet, m/s

examine the effect of rate of solidification and the size and velogye — \weber number We pw2d, /|

ity of plasma-sprayed droplets on splat flattening degree. , _ coordinate in thle direct(i)on of impact

Four different droplet-substrate combinations, molybdenum-

molybdenum, molybdenum-steel, molybdenum-glass and zircortiieek Symbols

(PSZz)-steel with varying particle sizes and velocities have been, = thermal diffusivity, nf/s

considered. Since solidification is greatly influenced by substratey = thermal diffusivity of the melt, fis

thermal diffusivity, splat/substrate contact resistance, and super-z = initial dimensionless radius of splat

heating of the melt droplet, the effect of all of these parameters ig, = contact angléwetting angle), deg

investigated to determine the conditions under which the flatten-\ = thermal conductivity, w/mK

ing degree is independent of the rate of solidification. w = dynamic viscosity of the melt, kg/ra
To perform the theoretical analysis, Madejski-Zhang model for ', = kinetic viscosity, m/s

droplet spreading is coupled with a one-dimensional solidification p = density of the melt, kg/fh

and heat conduction model that incorporates the melt, the solidiz; = surface tension of the melt, kg/s

fied splat region and the substrate. The conduction equation ig = flattening degree

solved iteratively together with the appropriate boundary condj- .

tions at various interfaces and equation for droplet spreading. |t$§perscrlpts

demonstrated that the droplet spreading measured by flatteningg = dimensionless variable
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Higher Order Perturbation
Analysis of Stochastic Thermal
Systems With Correlated
Uncertain Properties

How the behavior of thermal systems depends on uncertainties in properties and bound-
ary conditions is an important aspect of simulation. This dependence is usually judged by
the statistics of the response, i.e., the mean response and its standard deviation which are
often determined by perturbation methods, ranging frétrtd 3" order. The aim of this

paper is to be a tutorial for those interested in estimating uncertainties by summarizing
the author’s experience in using higher order perturbation analysis for thermal problems,
detailing the underlying assumptions, and presenting several examples. Problems involv-
ing correlated parameters, which occur in almost all thermal experiments, are also
treated. It is shown that the scale of correlation has a strong effect upon the statistics of
the response and that such correlation should not be ignored. It is recommended that the
15t order estimates of the standard deviation antf ®rder estimates of the mean re-
sponse be used when characterizing thermal systems with random variables, regardless of
the degree of correlation.[DOI: 10.1115/1.1351144
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Introduction cently, the heat transfer community has not demonstrated an

. . . equivalent interest in either stochastic loads or models. | speculate
Although most engineering systems are designed by assumiids s may be due to a lack of specificity about the uncertainty

deterministic models, real systems are most often characterized ) L
an almost innate acceptance of uncertainty in thermal model-

uncertainty in some or all of the model parameters. These uncaf’ ! s .
tainties can be broadly classified into three categotiBsuncer- Ihg and apparently the feeling that the lack of specificity mitigates

tainty due to the natural heterogeneity of the material which C%gainst employing un_certainty analysig in designing or studying
lead to a spatial variability of properties, such as in the therm ermal systems._v_v_hlle some properties are_well characterized,
conductivity, or uncertainty in boundary conditions which ma .g., gas conductivities with reported accuracies of better than 2

cause a temporal variability, as in the convective heat trans ?rcfem(m’ pp'|2687.)’ dOtr:je'er arteh extre?twely \;ﬁ”adblf and tr;ﬁ
coefficient;(2) uncertainty due to the limited availability of infor- precision can only be judged from the scatter in the data, €.g., the

mation about the properties; af®®) uncertainty due to experimen- _Reynolds number factor for boiling7], pp. 13—39whose scatter

tal errors which consist of a fixeias)component and a random IS Of the order of£50 percent, developing turbulent flow in a duct
(precision)componenf1,2]. Unfortunately it is not easy to incor- ([8], pp. 4-73 and 4-79yith scatter .O.f the_or_der of:25 percent.
porate these uncertainties into many thermal analysis prograHFOUgh the scatter can be specified, it is rare that statistical
and most investigators are content with reporting estimated sej@ ormation is provided and correlations are usually derived from
tivities of system temperatures and heat transfer to those par: fifgst squares fits to the data_ \.N'thOUt assigning statistical weights
eters which are subject to the latter two classes of uncertainty.to the data. Most analyses utilize such correlations and frequently

Even the most rudimentary literature search will turn up a suﬂje independent varlab.le, €.9., Reypolds .F‘“mbef and Graghof
stantial number of papers and books on uncertainty analysis ApMPer. can only be estimated. Thus in addition to the uncertainty
plied to civil, electrical, and geological engineeriigr-5]. Gener- in the accuracy of the fit, there is an uncertainty in the variable

ally the civil and electrical applications are related to stochastfjce.sqr'b'.ng the flow regime, which can easﬂy I_ead to large uncer-
(ainties in the convective heat transfer coefficient.

input, noise, or forcing functions. In the civil engineering studie he off f such ‘ d rand inth .
randomness seems to have had its genesis in earthquake, win e effect of such uncertainty and randomness in the properties
oundary conditions should be examined. However, a literature

loads, and aircraft pressure loadings; in electrical engineering h of the last 10 ing the k ds “stochastic heat
input and signal noise. In most studies the models are determjfp?'c! Of the fast 10 years using the keywords ' stochastic hea

istic but the inputs/loads are stochastic. In contrast, in the geolof%nSfer’,_f'pds avery Ig\lwlted.n(l;mt_)er_of Papers in the areas Qf the
cal engineering examples, mostly in the water and petroleum 4g-0Wing: inverse problems; designing experiments to estimate

quifer studies, the soil properties are taken to be random, Ieadf%ré)
to stochastic models. The thermal counterpart to acquifers is ﬁ |
rous media in which much work has been done to estimate effé
tive macroscopic properties. This is often accomplished by a
counting for the effect of microstructural features on th
macroscopic behavior. Referenp®| contains papers relating to
porous media, suspensions and inclusions. Surprisingly, until

perties in the presence of uncertainty; consideration of stochas-
oads on HVAC and other energy systems; food/grain process-
g in stochastic environments; and a few papers related to sto-
hastic finite element thermal analyd&s-16]. Madera[17] has

sed an extension of the usual finite difference procedure in which
the coefficients of the algebraic system are not scalars, but sto-
'réw_astic matrices, to solve for the mean temperatures and their
covariances.

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF The statistics, typically the mean value and the standard devia-

HEAT TRANSFER Manuscript received by the Heat Transfer Division April 12,1i0n o of the response can be obtained by sampling, usually
2000; revision received November 3, 2000. Associate Editor: H. Bau. coupled with some form of variance reductift8,19]or by per-
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turbation analysis. Because of the expense associated with sam- a0 18

pling, many analyses employ the perturbation approach and it is q)=q>+2 O 6Q;+ —2 2 Pg o.6Q;0Q;+h.o.t., (3)
often assumed that higher order perturbation estimates are more =1 2im =

accurate. The problem is, as expected, that these higher ord

estimates require substantially more computations and e\% "
strongly dependent upon the problem being investigated. Even Scrfimttglfz ?ggéun?t%ir?\}att?fe?e;mw ?lLr'eeerL etrr:tes phe;r?]rgre tgrr(?érSUb'
linear systemsg is nonlinearly dependent upon the StOChasﬂfg[n?s P ' L rep g
B s o AFor toninear responses, th se of th Taor seris s vald
estimates ofr. In this paper we present the basis of the perturba, ly if (i) the joint pdf,f(Q,, ... .Qg), is localized in the vicinity

tion method and then study several relatively simple, but nonlilﬁ’-f Q. (ii) @ varies gradually wittQ, and(iii) ® is differentiable

ear, thermal problems to examine the effectiveness of using higffgthe vicinity of Q [22]. When these conditions are not satisfied,

r . .
ere Q; represents thé" random variable, overbars represent

order estimates. In addition, because thermal systems often the statistics must be determined through Eq. 1.
affected by correlated parameters, either in space or time, we ex!nSerting the Taylor series into Eq. 2 and expanding and then
amine the effects of correlated random parameters. retaining the desired order of terms yields the approximations. For
example, the results for"? order are
9 q
Theor — 1 —
y _ E[®]=d+ EE >, ®qqCou[Q;,Q] (42)
Consider a system withq random parameters,Q;, i=1j=1
i=1,...q, defined by their mean values and covariances. Let q q

the vector of temperaturést selected pointsp, be characterized , .. . —
by its mean and standard deviation defined in terms of the vectyil P1=Diag 2’1 12’1 o Pq CovlQi.QJl
of random parametei® by Egs. 1(a)and 1(b). Full details of the
statistical derivations, the stochastic finite element procedure for T
thermal problems, the appropriate references, and a number of + 52 2 > (Pq, (I)QijT+(I)Qin(I)QkT)
examples are described ila0] and[21]. i=1j=1k=1

C

E[®[Do]= f D(Q)f(P|Dy)dP (1a)

02[‘1’|Dg]=J (®(Q) —E[®|Dg))*f(®)dd,  (1b)

wheref(®) is the probability density distribution ab. From the
properties of random variable§(®) can be written in terms of

1 q q q q o
the joint distribution ofQ; , f(Qy, . .. Qq), as + 52 > 2 2 @y B o0]

E[®|DQ]DQ=f f DQF(Qy. ... QdQ: ... dQ
(23.) XCOU[Qi;Q],Qkde . (4b)

2 | ... _ 2 The results of including terms of ord@Q; and 6Q;8Q; in the
o 1®IDg] J j (P(Q)~E[®[D*(Qu. - - Qo) Taylor series, Eq. 3, are called thé and 2' order apE)roxima-
xdQ dQ (2b) tions, respectively,(referred to by the acronyms FORM and
Lre P SORM in the reliability literature but the definition for the

In Egs. 1 and 2 the statisti&{ ®] ando[ ®] are expressed as theorder and & order approximations are not unambiguous. If the
conditional statisticE[ ®|Do] and o[ ®|D,] to emphasize that Taylor series for is truncated at the ™ order, as suggested by
the results reported herein and the conclusions drawn are cor]qwder[zg]‘ then the equation far[®] will not contain the last
tional and valid only for the specific range of parameters consigkrm of Eq. 4(b).
ere_d in the examples. This v_viII t_)e elaborated_on in the seg:tion-,—he evaluation of the ¥ order estimate ob[®], Eq. 4(b)
entitled Accuracywhere f(®) is discussed. Until then, we will requires the third and fourth covariances of the random variables
drop the conditional notation for convenience. and the estimation of'$ order derivatives. It is rare, particularly

Sariables and it is generally difficult to estimate derivatives higher
ing Monte Carlo, stratified sampling, importance sampling Y#an the 2¢ For. this reason, approximations and simp!ifications
h b th'd518] For ver sim, le problems eventﬁl %Ure frequently introduced. BreitunfR4] suggested using the

ypercube metno : y pie p ' theory of asymptotic approximations based only on the principal

must be determined numerically, the evaluation of Eq. 2 iS POgy,\ a4 res, that is retaining on®o o, and ignoring the mixed
sible. However, if several random parameters are considered nu- i<

merical evaluation is rarely practical because of the multiple intd€rivatives. Unfortunately the mixed derivatives are often impor-

grations. The main advantage of sampling methods is that they &8t in thermal analysis and can not be ignored.

applicable to arbitrary probability distributions &f but the ex- Probably the most common S|mp!|f|c_at|on is to assume that the

pense is usually warranted only in unusual circumstances, partié@tdom parameters are normally distributed. In this case, ‘the 3

larly whend(Q) is difficult to compute. order covariances are identically zero and th& atder covari-

The most widely used technique to analyze stochastic systefices can be expressed as products of fHeoler covariances

is the perturbation method in which the response is expressed if2&], thus substantially simplifying the analysis. If the random

Taylor series with respect 1Q as variables are not Gaussian, but their joint pdf is known, Rosenb-
latt’s transformatiorf26] can be used to derive a set of indepen-

* Although the development of the equations will be in terms of temperature, tIQ%em .normal variables but frequently th'iS amplifies the non-
method applies to any quantity of interest, e.g., heat flux, time derivatives. linearity of & with respect to these variablg§23], p. 225.

gration, often using Gaussian quadrature, or limited sampling
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However, a knowledge of the marginal distribution of the paranconductance matrices and source vector and many be random.
eters and their covariance matrix is not sufficient to determine tiSaibstituting the Taylor series fab into Eq. 6 and collecting
joint pdf unless the random parameters are normal or lognorntatms of equal order i$Q vyields.
[27]. When detailed information about the pdf of the random varbqh
ables is missing or because of the analytical and computational
difficulties in treating Eqg. 4 in its full form, analyses are often —
based upon the assumption of normality. C— +K
Most thermal parameters are restricted in their range and thus at
are not well represented by a normal distribution. For examplest ;
the conductivity must be positive and is probably best represent%d Order Equations
by a lognormal distribution; emissivity is limited to O to 1 and a
beta, truncated normal, or a uniform distribution could be used.
For such non-normal distributions, one may replace the actual
distribution by an equivalent normal distribution using the h
Rackwitz-Fiessler method which is commonly used in reliabilityv ere
analysis([23], p. 72. For thermal problems in which the param-
eters are functions of time or temperature, this may require modi-
fying the equivalent normal distribution continuously throughout

the simulation. If the parameters are correlated and non-normal1n general, the B order equatior(Eq. 7(a))involves an itera-

th?n%ogizzelswrﬂgg tdrglrguig.only one normally distributed randotive solution when the properties or boundary conditions are tem-
parameterQ, the higher order estimates of the mean and standg} rature dependent. The solution is the nodal response distribu-
deviation are given by ion, denoted a®, of the system and is the same as the solution

of the direct, deterministic finite element equati¢f8]. SinceC,

Order Equation

=q (7a)

oy _ _
C— +K @ =fy i=1,...4, (7b)

0 — _
fQIZqQI_CQIT_KQI ].

== K, andf have been determined in the solution of th& @rder
_ 1o . . .
E[®]=®+= (0] (5a) equation, they are now constants and the equations for the higher
~ 200Q° order derivatives are linear. Similar equations can be derived for

oth S the 2" and higher order derivatives, although the right hand sides

become progressively more complicated, particularly if the ran-

dom variable is a function of temperatJil]. The cost of modi-

fying codes to solve for these derivatives is often the reason that
)04[Q] the finite difference approach is used.

oD\’ 1
02[c1>]=(—) Q1+

ﬁ)z oD P

—_ — + —_—
9Q 2100° dQ 9Q° We have chosen to examine thermal problems which are simple
~ D <N - d enough that the integrations involved in Eq. 2 can be numerically
computed. The solutions based upon Eq. 2 are referred tefas
S 2 — == S T erencesolutions in the following discussions. Solutions based
+(i<£ + l @ 24_ lﬂﬂ) o°[0] upon evaluating the statistics 6{T) (see the section OACCU-
121 00° 4.3Q 9Q° 2 90Q? 9Q* ’ racy) are labeled as “exact.” These exact values were obtained
. -~ v by using a quadrature with a sufficient number of sampling points
3rd to yield an accuracy of better than 99.9 percent. Even for these

simple problems, the solution of the field equations, Eq. 6, for the
(5b) temperatures to be substituted into Eq. 2 must be achieved nu-
where the numbers under the braces refer to the order of therically and the computations can be quite lengthy. The tem-
approximation. Note that the"@order estimate of-[®] requires Peratures were calculated with a finite element code with the mesh
solving for®, 3B1JQ, 92°®/IQ?, anda3®/JQ3 all of which may refined sufficiently so that the computed temperatures agreed with

be nonlinear functions of and® and are frequently difficult to the analytical solution or had qonverged to an error of !egs than
compute. 0.1 percent. The uncertainty in the parameters was limited to

o[Q]/Q=25 percent. For a normal distribution this gives a
range of 0.25@=Q=<1.75Q A larger value ofo would imply a
finite probability of a negative value @.

Evaluation of the Derivatives

In order to evaluate Eq. 5, one needs both the statistics of theexample 1: Inherent and Strong Linearities in a Transient
random parameters and the derivative®ofThese derivatives are Conduction Problem. Consider a slab of thickneds with an
usually evaluated bya) finite differencing the temperaturéB, imposed heat flux oF atx=0 and a fixed temperature % at
and (b) solving field equations for the sensitivities. x=L and an initial temperature of, . If the conductivity is a

The simplest and sometimes the most cost effective approachémstant,k,, the temperature at=0 is T(0)—T,=FL/k, and
to use finite differences. Emery and Fadal8] discuss this the Taylor series in terms & is
method and note that smoothing is generally needed. This point

will be elaborated on in the later section Gomputational Effort —— FL ( 5k1) FL ( 5k1) 2 EL ( 5k1) 3
For strongly nonlinear problems, the solution of the severdl(0)—T =T(0)-T,——| — |+ —| —| ——| —] -

values of® needed for the finite differencing may be very costly. ki \ kg ki \ kg ki \ kg

Another approach is to use the field equations to solve for the (8a)

derivatives directly. Consider the semi-discrete transient heat ¢

duction equation ®Ven for moderate values @k, /E the 1 order approximation

does not suffice. Figure 1 illustrates the temporal behavior of
9 olto] (to=(T(0)—T_)k,/FL) for a[k,]/k;=0.1 and 0.25 with
CW +K ®=q, (6) the derivatives computed using both the field equations and finite
differences using an implicit time integration.
with appropriate initial and boundary conditions, both of which The dashed lines of Fig. 1(are the exact steady state values
may involve random parameterS, K, and g are the capacitance, computed by evaluating the pdf &f (see the subsequent section
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Fig. 1 Temporal behavior of o[ t,] for variations in  k, computed implicitly: (&) using field equations; (b) using finite
differences.

on Accuracy)and the agreement with thé®3rder perturbation ~ Example 2: Temperature Dependent Conductivity. An in-
solution is excellent. F()d?'[kl]/E=0.l, the F order suffices, but teresting variant of Example 1 is to specify that the conductivity

for larger uncertainties the nonlinearity of temperature with rd®/ows the piecewise linear relationship
spect tok; amplifies the uncertainty ity,. The values based upon

the finite differences behave well for moderate values of Ky T<T,

olk;]/k;, but as the uncertainty increases thé@ gerturbation k. —k

displays considerable roughness. If the temperatures are computed k(T)={ k,+ #(T*Tl) T,<ST<T,, (9)
explicitly, this roughness often becomes apparent in tHeo@ler Tom Ty

results. ko T>T,

Let us amplify the nonlinearity by letting the conductivity be
temperature dependent according to the linear relationship Piecewise linear relations of this form are frequently used in nu-
merical simulations when conductivities are taken from tabular
k(T)=k,+ B(T—T,). (8p) Values. Figure 3 compares the reference affdaad 2' order
estimates for conductivities which increask, (k;>1) or de-
When g is negative, the conductivity decreases with increasirfg€ase K2/k;<1) with temperature.
temperature and for a positive fluk, this causes an increasing Both figures display an abrupt oscillation in th& 2rder per-
gradient,#T/ax, and nonlinearity in the neighborhood of the fronturbation results when the temperature reaches eifheor T,
surface. The limiting value gBFL/K? is —0.5, at which point the Where the slope of thk(T) curve has a discontinuity. The effect
conductivity atx=0 becomes zero and the gradient infinite. Fof® Much stronger for the decreasing conductivity than for the in-
negative values of the temperature is more nonlinear in terms of"€@sing conductivity. In the former case the aberrations occur at
k, than indicated by Eq. 8(and the first few terms of the Taylor both_dlscontlnumes, _but for the I_atter only @5 . Reference{Zl_]
series are not a good approximation of the temperature variatipfpvides more details about this problem and the behavior of
with k.. Figure 2(a)displays the temporal behavior f@#=0.1 9lto] as a function of.

and —0.1 for o[k;]/k;=0.1. For an increasing conductivity Example 3: Radiation From a Fin. Consider a fin which
=—0.1, the ' order suffices, as it did in Fig. 1, but for a decreaseonvects and radiates heat to an ambient fluid. The temperature at
ing conductivity,3=—0.1, the uncertainty is amplified to a valuethe base of the fin iF,,, of the ambient fluid isT.,, and it is
approximately equal to that shown in Fig. 1 fofk,]/k;=25 thermally insulated at the end=L. The convective heat transfer
percent. Figure 2(bdisplays the steady-state behavior for a rangand radiative loss is chosen such that the thermal performance of

of B. the fin is equivalent to an effectiveness of3D]. The convective
I nd ot _
0.150 2 d .
18/ reference’ Wb
5 2 |
6 " reference, 2nd\ 5 |
ISt / -
' : ok k= 10% o -
[HUUR ST U R SRS BRI B R ST oo . L i . ! .
o 1 2 3 4 5 & -0.50 0.00 0.50 1.00 1.50
Fo BFL/ k;?
(a) (b)
Fig. 2 of[ty] for k=k,+ B(T—T,) computed implicitly: ~ (a) temporal behavior; (b) steady state.
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Fig. 3 o[ t,] for a piecewise definition of  k(T) and o[kl]lk71=0.1: (a) ky/k,=1.5; (b) k,/k;=0.5.
6 The heat transfer from both the wall and the fin is controlled by
€ not restricted the convection to the ambient fluid. It is easy to imagine the case
5 O<e<1 where an increase ih,, is accompanied by an increase linp

because of an increased fluid velocity, i.e., a positive correlation.
On the other hand it is also possible that the fluid motion may
result in a decrease m, while h; increases if the fluid changes its
flow pattern to preferentially bathe the fin, i.e., a negative corre-
lation. Letting p represent the correlation coefficient betwégn
andh;, the covariance matrix is given by

TTT T TR

(o[XVX))ole]

TTTTT T

- o’[hy] polhilalhy]
U R T N iefefnje AR R S l-“.“:“.“— Cov= [h ] f[h ] Zf[h ] " } (ga)
00.() 0.2 0.4 06 08 1.0 PILT 10w 7 w
€ and the standard deviation of the total heat Qst (= Q,,+ Q¢)
assuming thav[ h¢]=olh,,]=0o[h] is given by
Fig. 4 Standard deviations of Q; and (T(L)—T.)/(T,—T.)
with respect to € for o[ €]/ e=25 percent ) — —\2] ,
o 1Qi] Qs Qs olh]
—, - 1+p—+| — p—— (%)
Quw Quw 12Qu h?

heat transfer coefficient was chosen so that the radiative heat
transfer constitutes about 80 percent of the heat transferred to Tiee standard deviation varies strongly witland the effect of the
ambient fluid and we wish to determine the sensitivity of the heabrrelation is tied to the value @;/Q,,. For positive correlation
loss and the fin tip temperaturg, , to the emissivity. Figure 4 the standard deviation a, increases as expected. For negative
displays the standard deviation of these quantities with respectcigrrelation it decreases since an increase in heat flux at one sur-
the emissivity,e, for of €]/e=25 percent computed with a con-face is compensated for by a decrease at the other surface.
stant, but random emissivity over the surface of the(ég., a  Although the example to be discussed involves the spatial cor-
uniform distribution. For the heat los€Q;, all three orders of the relation of a property, it must be recognized that any information
perturbation solution gave essentially the same result and equabiained either directly from an experiment or by data reduction
the reference value. For the tip temperatufe, the I order which involved a common measuring device, e.g., a data acquisi-
underestimates, and thé%and 3¢ slightly overestimate the ref- tion system, is correlated through the calibration of the device.
erence values. Smith ([22], pp. 205-209gives an excellent illustration of this
The solid curves on Fig. 4 were computed by assuming&hateffect and the complications that any uncertainty in the calibration
was unrestricted in its range. In faef,is limited to the range 0 has on the uncertainty of the derived information.
<'e<1. For large values of{ €], whene approaches 1, the distri- Let us modify the solution of Fig. 4 by assuming that the emis-
bution cannot be normal. The dashed curves correspond to a traivity is a continuous random fiel@(X). If we consider the dis-
cated normal distribution. The difference between the perturbatioretized random field as an elemental quantity, then the average of
solution and the dashed curves emphasizes one of the major wehk-continuous random field of a finite element can be treated as
nesses of the perturbation approach, namely its insensitivity to the elemental quantity, but which differs from the stochastic prop-

precise form off (Q). erties of the random fielfB1]. The local integral over the domain
D; of the finite element of the random field is itself a random
Correlated Random Variables variable, referred to a®; for thei™ element.
Most uncertainty analyses assume that the random parameters
are independent, i.e., the covariance matrices are diagonal. For Q:iJ‘ Q(R)dx (10)
heat transfer problems it is easy to envisage cases where this is not ' D D, ’

true. For example, consider a simple rectangular fin attached to a
wall. Assuming that the fin is thermally infinitely long, the amountn this example, we assume that the emissivity is a random field
of heat transferred from the fin and the wall are given by with an autocorrelation function of the form expx/6) wheref is
the scale of the correlation. The value of the correlatjgnbe-
Qu=hyAu(Ty—T.) 8 tween the %' element at the wall and its neighbor and the last
®) element of the fin as a function of the scale is given in Fig. 5.

Q= VhiPikA(Ty—T..). Uncorrelated elements are characterizeddby0 and a complete
394 / Vol. 123, APRIL 2001 Transactions of the ASME
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100 of 6. The 2% and 39 order estimates for emissivities which are
uniform (f=) over the fin or uncorrelatedd&0) are also
shown. ForQy the 1% order estimate agrees very well with the
exact solutions as shown by the dashed lines which are essentially
independent of the value @ff €]. For the tip temperature, there is
a noticeable affect ob{e] and thus a difference between the& 1
and 2° order estimates.
Consider a fin with no radiation and a fin parametar
(= Jh;P{Tk:A;). Figure 7(a)shows the spatial distribution of
o[ T(x)]. Both the spatial distribution and the accuracy of the
. perturbation solution are dependent upon the valuemofigure
O T e s 200 250 7(b) compares the %L order estimate ot:[ T(x)] with the refer-
/Ly ence values for[h]/h=25 percent. A comparison of Figs(aj
and 7(b)shows that the % order estimates are in good agreement
Fig. 5 Correlation between the 1  element at the wall with with the reference values for both uncorrelated and completely
other elements of the fin correlated convective heat transfer coefficients for small values of
m, but that the agreement deterioratesrascreases.
The results shown in Fig. 7(are similar to those of Madera
[32]. His solution for a uniform distribution df involved solving

Element 2
0.80

0.60

LA L L

040 Element N

020

bt Ito’s form of the stochastic differential equation by linearizing it
ag%l: 20—t with respect tom and assuming a product form for the solution.
e Tw) PR } reterence The resulting equation for the covarianoeov[T(x1),T(X2)],
= was a Poisson equation in the two dimensions, x, and com-
L putationally intensive. If the method were to be extended to two
£ — dimensional problems it would lead to a biharmonic Poisson
% equation inx,, X,, X3, X4. Itis not clear that the product form he
7wl L) employed is applicable to thermal problems in general.
==
" apiiicsfor 30% Effect of Scale. For problems withN elements, each with its
ool 1 [ T own random property, there ake1% order derivatives needed for

the 1 order estimate of the standard deviation and approximately
O/Lg N triple derivatives needed for thé%order estimate. Clearly for
large problems one will be restricted t&' brder estimates. How-
Fig. 6 The effect of correlation scale @ on the 1> order esti-  ever, if the random parameter has a uniform distribution, @gn
mate of the standard deviation for ~ €=0.5 (dashed lines are the || be identical for each element and there is only one random
reference values ) parameter to consider and only 3 derivatives needed for e 2
order estimate, Eq. 5. When this condition exists can be deter-
mined from the eigenvalues of the covariance matrix and the de-
termination can be made prior to solving the field equations, Eq.
correlation(i.e., all elements have the same random paramejer 7. Fortunately the covariance matrix is real and symmetric so its
f#=. While a strong correlation exists between two adjacerigenvalues are relatively easy to determine without using sophis-
elements for moderate values 6f even for a relatively large ticated techniques. Figure 8 displays the ratio of the eigenvalues.
value of /L the correlation between the wall element and the tihen the ' eigenvalue dominates, then only one random param-
element is relatively small. eter need be considered. When the other eigenvalues are important
Figure 6 displays the Sl order estimate of the standard deviarelative to the largest eigenvalue, then ilkensitivities must be
tion of the fin heat lossQ; and the tip temperatures as a functiordetermined. Comparing Figs. 5 and 8 suggests that when"the 2

0.300 0.300

2. ]
m*=5 e T T ] 3 O/Lg= o _m2=5

0250 = 0250 [~
& | P m =1 & |
= 0.200 I~ E 0.200 2,
L i B Ol , m?=]
= =
E 0.150 [~ m*=10 S 0.150 O 1st Order
= L reference * =
0 ©
= 0100 [ =~ 0.100

0050 [ 0.050

0000 . | " ] | | o.oood

0.00 0.20 0.40 0.60 0.80 1.00 0.00

Fig. 7 o[(T(x)—T®)/(T,—T.)] for a fin with e=0 and o[h1l/h=25 percent: (a) 2" order and reference values of
o[ T] for a Uniformly Distributed  h; (b) a comparison of the 1 St order estimates and the reference values for inde-
pendently and uniformly distributed h.
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10 along with the equivalent normal distribution based upgrand
o[ty] and the two distribution differ significantly. The differences
08 are most noticeable in the skewness, the long tail at high values of
to and the rapid drop for small values. Because of the skewed
distribution, the improved accuracy in determininfty] of the
higher order approximations relative to thé& arder is of little
value in defining the range df, unlessf(ty) is known. In con-
trast, Fig. 9(bYor the fin shows that the pdf of the tip temperature
is very close to normal.

When there is more than one random parameter, e.g., 2, then
f(T) is more difficult to determine. One approach is to use

0.6

AGYA()

04

02

T T T T

0.0
0.00 0.50 1.00 1.50 2.00 250

O/L¢

Fig. 8 Eigenvalues for the radiating fin problem whereDis the domain defined by the regidT. The integration
is to be taken over all values J; andQ, which lead to values
of T that are inD;. These values can be in discrete but disjoint,
eigenvalue is less than 25 percent of titéthat the problem can ranges of the parametel4,33]. WhileT is a single valued func-

be considered as having a uniformly distributed emissivity. ~ tion of Q; and Q,, the parameters need not be singled valued
functions of T and determining all of the parameter values asso-

Accuracy ciated withDis an inverse problem that may be of considerable

It is almost axiomatic to assume that the increased accuracydficulty, even though the integration may be easy to accomplish.
the higher order perturbation solutions is desirable. This is true©One could also express Eq.(82as
only if (a) the 1% order perturbation results show trends which are -
qualitatively different than the exact results(by if high accuracy F(T)oT~1(Q1,Q2) 8Q16Q> (12b)
in the standard deviation is needed. Both of these reasons neegig interpret the right hand side of Eq.(ti2as the number of
be examined. occurrences off in a bin of sizeST. The difficulty with this

(a) In none of the cases studied have we ever seen thatthe@pproach is tha§T generally changes size @ andQ, vary and
order estimates oE[T] or o[ T] differ so much from the exact the distribution of the occurrences among the bins is complicated.
behavior that the basic behavior of the system is misinterpreted. If T or the variable of interest can be expressed simply in terms

(b) The standard deviation is useful in determining the spre&d Qi andQ; one can employ
of the distribution in order to ascertain the probability that specific
values of T occur; most importantly the probability that falls f(T):f £(T,Q,)dQ,
outside of a specific range. Unfortunately this can only be done if Q, '

f(T) is known. Withoutf(T), a knowledge ofo is of limited

f(T)5T~f fpf(leQZ)dQldQZv (12a)
T

value. where
When there is only one random parame@rf(T) is given by F(T,Qp)=|3|f(T-5,Qy) (12¢)
1) T 1N
f(T)=[3[f(Q), and
where .
T 7=Qx(T,Qq).
J=dQ/dT. (11)

For example, the heat transfer from the fin is given Qy
Using Eq. 11 it is relatively easy to plétT), requiring only the = J{h;PKA) (T~ T.) SO that ke=(Q;/(Tw—T.))2/h¢PsAs
evaluation ofdT/dQ; but for all values ofQ. The exact values and the substitution fok; in f(k;,hs) can be accomplished, al-
quoted in the examples were derived by using Eq. 1 W(fh) though the integration will probably have to be numerical rather
obtained from Eqg. 11. Figure(&) depictsf(ty) for Example 1 than analytical. For more complicated problems, the substitution

2.00
7 -
6 ft)
150 |~ I -
F Nt ol )
—_ [
S5 4
& 1w - F
L i
050 [ 2 :_
| s
000..‘L_y-ﬁ/.i|||!|.|I|.|'~~1~—_A o L [PES RENURS RTINS B R
‘-0.50 0.00 0.50 1.00 1.50 2,00 250 0450 0500 0.550 0.600 0.650 0700 0750 0800 0.850 0.900
Lo} L

(a) (b)

Fig. 9 Probability distributions of t and the Normal distribution based upon t and o[t]: (a) Example 1; (b) fin
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cannot be made and recourse must be had to E@)1® (b). cient to obtain reasonably accurate values of tffewvio deriva-
Methods such as stratified sampling are aimed at reducing ties. We have found this to be the case in almost all examples. It

errors in estimating the statistics and will not heIp in determining also clear that it may be too expensive to evaluate t'He 3
f(T), particularly near the tails of the distribution. derivative accurately.

Computational Effort Conclusions

~ While one can rarely justify using thefd:brd_er perturbation, it o |arge or complicated problems, calculating the response
is often valuable to evaluate thé®order estimate of E[®be- il require a large number of elements, For uniform param-
cause the mean value can differ significantly from tffeddder eters, these will numbeg, but for correlated parameters, they will
estimate. Haldaf23]recommends using the"order estimate for numberNg. With the 29 order perturbation analysis requiring the
reliability studies. In the examples presented here and in moste&faluation of approximatelg(q+ 1)/2 second order derivatives,
our studies we have found that th&®rder estimate is generally this means that theLorder method, which requires computing
about 10-15 percent different from thé" @rder estimate and only the q first order derivatives, is the only practical way to
within 2—3 percent of the reference value. estimate the standard deviation. One can either solve for the sen-
The results displayed for the examples herein indicate tffat sitivities directly from the field equations, Eq(bJ, or by finite
order estimate ob{®] and 2 order estimate oE[®] are suffi- differencing the response. Thé& brder estimate suffices for both
cient for most purposes. Since th&%rder estimate oE[®] correlated and uncorrelated random parameters. When the param-
already requires evaluating®T/dQ?, it may not be a much eter is uniformly distributed, then it is possible to consider higher
greater expense to determi@éT/dQ3 and to evaluate the"@ order estimates. But these higher order estimates are based upon
order estimate o6{®). These derivatives can be evaluated eithdp€ higher order correlations, whose accuracy is frequently
by finite differences or solving the field equations. Figure 1 indduestionable.
cates that using the field equation gives a smooth result whileThe 2 order estimate oE[@] can be obtained by using the
finite differences often produces an erratic curve. compact forn{20]which sums the effect of all second derivatives
We have found that the derivatives obtained from the field.e., the 29 term of Eq. 4(a))and requires only one additional
equations are smooth even when an explicit time integration weguation to they equations for the first derivatives. For this rea-
used. The primary advantage of this approach is that the equatisns, we recommend using thé& drder estimate of- and the 2¢
for the derivatives are linear, even for nonlinear problems. Tteeder estimate of the mean. If the higher order correlations are
drawback is the need to modify the simulation code with somown, one should still compute thé'brder estimate and exam-
relatively complex right hand sides, particularly when the randoine its behavior with respect tQ to see if its behavior justifies
variable is a function of temperature, in which case the matrix @dmputing the higher order derivatives.
the left side of Eq. ) will be non-symmetrid21]. The perturbation approach has two fundamental characteristics.
In contrast, the finite difference approach is simpler, requiringirst, it is independent of the precise form of the probability den-
only that enough solutionsvhich may be expensive because thegity distribution and thus cannot account for parameters which
are nonlinearbe obtained to fit the temperature response by fave limited ranges. In this case one must either restrict the range
polynomial of the desired order. However, the response curgéthe parameters or use one of the sampling techniques. We have
usually needs to be smoothed by least squares fitting to extraaid most success using the stratified sampling method. Its only
reasonably accurate estimates of tHé @erivative and particu- drawback is the large numb&20—40 of samples necessary to
larly so for the 3. Figure 10 shows how the derivatives of theensure convergence. Second, it is a point estirtiae the deriva-
smoothed curve vary with the number of points during the tratives are evaluated at a specific poiof the behavior of the sys-
sient phase and at steady state for Example 1. tem as compared to the smoothing effect of the integrals of Eq. 1.
The errors in calculating the derivatives are a combination dihis effect is most noticeable when discontinuities are present as
the errors in the finite difference approximation and the error in the piecewise conductivity-temperature relationship of Example
the solution forT. The former can be mollified by reducin®¥Q, 2. There is little advantage in attempting to obtain a higher accu-
but as the increment gets small, the effect of small errors in cakcy than that of the % order estimate, either using the higher
culating T begins to dominate and higher precision simulationsrder perturbation approach or variance reduction methods, unless
must be used. It is clear for this example that 3 points are suffire probability density distribution is also determined.
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Fig. 10 Finite difference estimates of the derivatives for Example 1 for o-[kl]lk_1=25 percent: (a) Fo=0.5; (b) steady
state
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Pool Boi”ng of FC-72 and HFE-7100 and the associated heat flux. There exists no conduction heat

transfer between the two heater blocks during the steady-state

boiling curve construction.
This work employed Kline and McClintockg4] method to

Z. W. Liu
estimate the uncertainties of the heat flux and temperature mea-
W. W. Lin surements. The bias error of data acquisition system is 0.1 per-
cent. At least this was the data provided by the manufacturer. Any
D. J. Lee uncertainties are attributed primarily to the thermocouple calibra-
s : tion, which in this study does not exceed 1 K, as well as the
e-mail: djlee@ccms.ntu.edu.tw employment of thermal conductivity data, which is estimated not

to exceed two percent. Thus, the uncertainties existing in the ex-

Department of Chemical Engineering, National Taiwan trapolated heater surface temperature and the associated heat flux

University, Taipei, Taiwan 106, R.O. China when constructing boiling curves are estimated=Zspercent and
+11 percent, respectively.

X. F. Peng
Thermal Engineering Department, Tsinghua University,

Beijing 100084, P.R. China Results

Figures 1 and 2 depict the steady-state nucleate boiling and film
boiling curves for FC-72 and HFE-7100, respectively, witlg,;,
. . - as a parameteirNote: the transition boiling curves are omitted
This work reported the boiling characteristics of FC-72 and HFE o ?or clarity!(s sake. A detailed discusgion on the difference
7100 at atmosphe_n(_: pressure an_d_at a liquid subc_o_ollng-é{CD between “true” and “average” transition boiling curves is avail-
K. The FC-72 exhibits a more efficient nucleate boiling mode ang. i, | g and Ly5].) At fixed heat flux, the nucleate boiling
z hl!gher Cé't'caHleE?tlggxb(CHF) than theﬁl_-ll_:E-t7lOO. For fIIm(:urve slightly shifts to the right with an increasigddr,,, while
Sg?'glglili’sll 12-858 > ecomes more eflicient. the film boiling curve shifts to the left. Furthermore, at a higher
[DOI: 10. ) 9 liquid subcooling, both the critical heat fllCHF) and minimum

- . heat flux(MHF) increased markedlyas indicated by arrows in

Keywords: Boiling, Heat Transfer, Instability, Phase Changgsigs 1-2). These observations are consistent with the available
Stability, Two-Phase literature ([6]).

Introduction

constructed based on the extrapolated heater surface temperatu 0.00

=N
o
(=]

Chlorofluorocarbor{CFC) substitutes are highly promising for Rl T L B B L
electronic cooling application§1,2]). This work experimentally L AT 3
elucidates the boiling characteristics of two new CFC-substitutes, 0.30 — f\ a 20’;"( -
FC-72 and HFE-7100, both with zero ozone-depletion potential C g’/ CHE 5 1ok ]
(ODP) and the potential for electronic cooling applications with C N J
phase change. 025 — g/ ° 0K

- 550 —
Experimental T oo ¥ 3

The experimental setup was the same as that employed in Lir % n § ]
et al. [3] and for brevity's sake is not shown here. The upper = o015 ¢ -
surface to boiling was a smooth surface with the dimension C 5 ]
80 mmXx15 mm. A total of 24 thermocouples were imbedded in C e 3
the two heating blocks. Heat flux and the wall superheat at the six 010 = ga MHF -
axial positions on the heating surface were estimated accordingly C Sﬁ Leeet
The experiment was performed at atmospheric pressure and th 0.05 -#& P neen o o® .
liquids used were FC-72 and HFE-71@M Co., USA), both of a o ° oo Te C ]
purity exceeding 99 percent. Steady-state boiling curves could be E’ T T

0
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Conclusions

0.35 IIH||III|IIII|HHI\}HllHIllIIIIIIIII[IIIIIIII
This work elucidated the boiling characteristics of two CFC
0.30 AT, substitutes from 3M Co., namely FC-72 and HFE-7100, at atmos-
: & 20K pheric pressure and at a liquid subcooling of 0—-20 K. FC-72 ex-
5 10K hibited a more efficient nucleate boiling mode and a higher critical
0.25 o 0K heat flux (CHF) than the HFE-7100 did. However, for the film

boiling mode, this trend reverses.
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0.05

q,(MW/m?2)
o
o
Illllllil|II||II|I]II||II'!'(I!I
%@Dj
D
Q
&
Nl FERNE SRNEE SN FRNEE SENEE FREE

Fig. 2 Nucleate and film boiling curves. Arrows denote the
CHF and MHF points. HFE-7100.

Table 1 CHF and MHF data. All values are in MW /m?2. Top to

down: A T.,=0, 10, and 20 K. .
oM 2 e o Diameter Effects on Nucleate Pool

FC-72 HFE-7100 - :
Boiling for a Vertical Tube
CHF MHF CHF MHF
0.232 0.030 0.158 0.059 .
0.270 0.035 0.185 0.061 Myeong-Gie Kang
0.314 0.046 0.196 0.065 Department of Mechanical Engineering Education,

Andong National University, 388 Songchun-dong,
Andong-city, Kyungbuk 760-749, Korea

Comparing Figs. 1 and 2 clearly reveals two things. First, the
nucleate boiling heat transfer coefficients of FC-72 are 10—Zjameter effects on nucleate pool boiling heat transfer for a tube
percent higher than those of HFE-7100. Second, the CHF’s \ith vertical orientation have been obtained experimentally. Ac-
FC-72 are at least 50 percent higher than those of the HFE-7100rding to the results (1) the heat transfer coefficient decreases as
Table 1 lists the CHF data for reference purpogdmte: some the tube diameter increases and the trend is more notable with a
essential thermophysical properties of FC-72 and HFE-7100 dasigher surface, and (2) the experimental data is in good agree-
lacking, thereby preventing comparisons with the classical hydr@ent with the Cornwell and Houston’s correlation withinZ220
dynamic theorie$.FC-72 is thus superior to HFE-7100 in nucle{percent scatter range.DOI: 10.1115/1.1351163
ate boiling mode since it exhibits a more efficient nucleate boiling
and can be used at higher heat flux without burnout. Notably, tHf€ywords: Boiling, Experimental, Heat Transfer, Nuclear, Tubes
conclusion is true when the system is subject only to infinitesimal
disturbances. However, as Lin and L[&d stated, the capability of
the system to tolerate a finite-magnitude disturbance relies batroduction

relative stability between nucleate and film boiling modes. This ,4,ghout the last several decades, pool boiling heat transfer
work does? not (;ilscuss this issue. ) . has been studied by many researchers worldwide. Nowadays, it
In addition, Figs. 1 and 2 also suggest that the film boiling hegls peen jnvestigated widely in nuclear power industry since ad-
transfer coefficients of HFE-7100 are approximately 100 percepiceq |ight water reactors have several passive heat exchanges
higher than those of FC-72. Finally, Figs. 1 and 2 show that t¢ 5 " as already mentioned by Cornwell et i8] and Cornwell
HFE-7100 exhibits a greater MHF than the FC-72 doksble 1 54 Houstor{4], one of the most important parameters in pool

also lists the MHF dafaln other words, the heat transfer efficien-boi“ng heat transfer is the tube diamet&). A detailed analysis

cies in the film boiling mode follow a trend opposite to that fol-of the effects of tube diameter on pool boiling heat transfer is

lowed in the nucleate boiling mode. Consider a cooled electroniafy for the design of very efficient heat exchangers
modulus with its outside surface boiled with nucleate boiling at a Although some authors have reported results for othér cases. to
. 5 )
prescribed heat flux level of 810" W/, If for some reason ine author's knowledge, Cornwell et &B] is the first to specifi-
local dryout of the heating surface occurrétie nonhydrody- cqjly establish the relation between nucleate pool boiling heat
namic burnout), the local surface superheat would shift from 10 {Gnsfer coefficient If,) and tube diameter. Cornwell et al. sug-
to 40 K for HFE-7100. However, for FC-72 the superheat woulgested a very simple and convenient empirical correlation for
reach a markedly higher level, approximately 90 K. Restated, the

more efficient the film boiling of HFE-7100 implies a safer ther- Contributed by the Heat Transfer Division for publication in tf@JBNAL OF

mal en\/ironment .for_eleCtroniC cooling applications than does thear Transrer Manuscript received by the Heat Transfer Division December 5,
FC-72 if burnout incidentally occurred. 1999; revision received July 20, 2000. Associate Editor: P. Ayyaswamy.

400 / Vol. 123, APRIL 2001 Copyright © 2001 by ASME Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Previous works about tube diameter effects on pool
boiling heat transfer

Author Results
- tubes ( D=6~32mm) of several materials
- liquid: water, refrigerants, and organics
- orientation: horizontal
Cornwell "D
et al - correlation: Nu= C,Ref?, Reb=—qT
‘ il
(1982) - h; decreases with increasing diameter
(6< D <30mm)
- h, increases slightly with diameter (30mm< D)
- tubes ( D=8 ~50mm) of several materials
- liquid: water, refrigerants, and organics
Cornwell | - orientation: horizontal
and - correlation: Nu= AF(p)Re} ¥ Pr "
Houston
A=9.7"5, F(p)=1.80%"+4p, 2+ 1007,
(1994)
pr="0/p.
- improved Cornwell et al.'s correlation
- stainless steel tubes ( D =9.7~25.4mm)
- liquid: water
Chun - orientation: horizontal and vertical
and - correlation:
Kang hy=0.0156"® A 7158/ D38 (horizontal)
(1998)

By =0.024%52 A 7382/ D186 (vertical)

- h, decreases with increasing diameter

tigated the effect of surface roughness on pool boiling outside
tubes. They also suggested two empirical correlati@me for
horizontal tubes and the other for vertical tupabich contain the
effect of surface roughness as a parameter. Some experimental
studies for the diameter effects of horizontal wires on pool boiling
heat transfer have been reported by Stralen and Sl{§ieand
Hahne and Feursteiv].

Through a review of the published results, it can be concluded
that in this context a study of tubes with a vertical orientation is
rarely found. Although Chun and Kari®] offered some results
for vertical tubes, a more detailed analysis is warranted. The
present study is aimed at the determination of diameter effects on
nucleate pool boiling heat transfer for a tube with a vertical ori-
entation. The experimental results are compared with the well-
known Cornwell and Houston’s correlation to verify its applica-
bility to vertical tubes.

Experiments

A schematic view of the present experimental apparatus is
shown in Fig. 1. The water storage tank is made of stainless steel
and has a rectangular cross seciio®0x860 mmjand a height of
1000 mm. This tank has a glass view p@95Xx790 mm)which
permits viewing of the tubes and photographing. The heat ex-
changer tubes are simulated by resistance heaters made of stain-
less steel tubes. The outer surface of the ttibethe caseD =
19.05 mm)was instrumented with five thermocouples. The ther-
mocouple tip(about 10 mm)is bent at a 90 deg angle, and the
bent tip is brazed onto the tube wall. The first and the fifth ther-
mocouples are placed at 115.25 mm from the ends of the heating
element and the spacing between the other thermocouples is 75
mm. The temperature of the water is measured with five thermo-
couples that are located 20, 30, 160, 460, and 760 mm from the
tank bottom.

The water storage tank is filled with water until the initial water
level reaches 730 mm. The water is then heated using pre-heaters

horizontal tubes as shown in Table 1. Cornwell and Hougtdn (for this case, three 3.5 kW electric heajeré/hen the water
improved upon Cornwell et al.’s result by introducing a pressutemperature reaches the saturation vdliee, 100°C since all the

ratio (p,=p/p;) and Prandtl numbe(Pr) into the correlation.
However, Cornwell et al[3] and Cornwell and Houstoj#] did
not quantitatively identify the effect of surface roughnésson
pool boiling heat transfer. Chun and Kaftg] empirically inves-

Fig. 1 Schematic Diagram of the experimental apparatus

Journal of Heat Transfer

(a) overall arrangement;

tests are run at atmospheric pressure conditibis boiled for 30
minutes at this saturation temperaturk,f) to remove the dis-
solved air. The power supply to the pre-heaters are shut off and
the temperatures of test tube surface are measured when they

Power
Supply Steam
Supply T/C Lines
; —
i 1 Water Level
i

(b)

(b) water storage tank and heated tube
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reach steady state. Measurements are repeated while controlling 410 ————— T — —

the heat fluxq”) on the tube surface with input powér). In this 1
manner a series of experiments has been performed for various ' .
combinations of tube diametef® = 9.7~25.4 mm), surface [ h,, /h, =0.84+0.01H-1.40H’ ]
roughnesge=15.1~60.9 nm), and dimensionless lengths = el ]
11.81~30.93). The uncertaintigsrrors in measurement, instru- 1ol
ments, and in the specification of environmental condifiafishe ] )
heat flux and surface roughness are estimated t&ah@ percent oz b D=9.7 mm ]
and =5.0 nm, respectively. The uncertainty in the measured tem- 1 \
perature is estimated to be0.7°C including errors from thermo-  <° 100l J
couple compensatiori=0.1°C), multiplexer readingd+0.1°C), =, !
and thermocouple sensirig-0.5°C). < oss| D=19.05mm
The heat flux from the electrically heated tube surface is calcu- \

lated from the measured values of the power input as follows: oss  D=254mm D=14.0 mm :

. q \ 094 | ]

q *K*m*hb(-rw Tsar)*thT: (1)
0.92 & 4

whereV and| are the supplied voltagén volt) and current(in 1
ampere), and andL are the outside diameter and the length of ooo bl 1 4 . L L P S
the heated tube, respectively. The tube surface temperayire L
used in Eq(1), on the other hand, is the arithmetic average value H (=L/D)
of the temperatures measured by thermocouples brazed onto the )
tube surface. Fig. 2 hy./hy, versus H to include tube length effect

Experimental data was obtained as the heat flux chafiged
increase or decreasdifter sufficient(more than six timesseries
of experiments were carried out for a given condition, data sets for .. . N
heat flux changes were depictedhgsversusAT curves. From the vertical tube length on pool boiling heat transfer was first inves-

graphs, it was concluded that there was no visible hysteresis i@gted by Kand2]. According to the results, there exists a rela-
to heat flux increase and decrease, and sets of data for increa

@% between the boiling heat transfer coefficient and the dimen-
T 0.072 :

and decreasing heat flux are combined together in the presg less tube length of the forim,1/H™"" The experimental
study.

ata for the heat flux versus tube wall superheAfT €T,
—Tsa) have been corrected in advance to remove length effects.
. . Boiling heat transfer coefficientsh(.) have been evaluated for
Results and Discussion the tubes using the correlation suggested by Kghlg For the
With a vertical tube, the boiling mechanism on the tube surfacase, the standard value used for correction is 27.85. Figure
is different from that for a horizontal tube. The effect of tub& shows the ratio between the calculated and the corrected heat
orientation on boiling heat transfer must be considered before am@nsfer coefficients versus the dimensionless tube length. In the
lyzing tube diameter effects. One of the most important pararfigure, specific values for heat transfer coefficients are suggested
eters to be considered for vertical tubes is the tube lef@jthin  according to the tube diameters used in the experiments.
Chun and Kang’s analys[§], the focus was on the development Figure 3 shows the corrected nucleate pool boiling heat transfer
of empirical correlations; the relation between tube length ambefficient versus wall superheat for various vertical tubes with
heat transfer coefficients was not analyzed in detail. The effectdifferent surface roughness. Figurda@3and 3(b)show the results

20 L} L} v 1 v 1 L} L v T A T M 1 v L) v 1 20 v L) Ll Al 1 v T M 1 v 1 ¥ L} v L} v 1] ¥ ¥ T T
B Vertical Tube (¢=15.1 nm) . 181 Vertical Tube (£=60.9 nm) .
e O D=9.7mm . er O D=9.7 mm .
[ O D=19.06 mm v D=140mm 1
“F & D=254mm . “F O D=19.05 mm .
1 A D=254mm
— 12} i — 12} ]
x X
E wl J NE 10} i
s s
2, Bl A = 3l i
6 . 6 | -
4 - 4 |- .
2 - 2% -
0 1 i 1 L 1 " 0 e L L. 1 A L L L
0 1 2 3 4 5 12 [+] 1 2 3 4 10 11 12

@ (b)
Fig. 3 The corrected heat transfer coefficient versus wall superheat for various vertical tubes with different surface
roughness: (a) smooth surface (e = 15.1 nm); (b) rough surface (& = 60.9 nm)
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Fig. 4 Comparison of the present experimental data for vertical
correlation

tubes with Cornwell and Houston's empirical

for the smooth tubéi.e.,e = 15.1 nm)and the rough tubé.e.,e  Since more bubble generation is expected for a rougher surface,
= 60.9 nm), respectively. The general trend is similar to those gfeater decrease in the heat transfer coefficient is to be expected.
horizontal tubes. The heat transfer coefficient decreases as th&he experimental data for vertical tubes are compared with val-
tube diameter increases. For the rough surface case, as showneis calculated using Cornwell and Houston’s correlation as shown
Fig. 3(b), 162 percent increase in tube diaméter, from 9.7 to in Fig. 4. As shown in the figure, several data points for the
25.4 mm)results in 59 percent increase in tube superlieat, smooth, medium, and rough surface conditions show good agree-
from 5.8 K to 9.2 K) for an heat transfer coefficient of 10 ment with the correlation. For a statistical analysis, the calculated
kW/m?-K. Although the effect of tube diameter on pool boiling
heat transfer shows similar trend, the magnitudd®fto achieve

the sameh,, is different. In other words, the difference between
tube superheats for the different diamet@ms., 9.7 and 25.4 mm)
depends on the tube surface conditionhf = 8 kwW/nm?-K, the
difference between tube superheatsfor= 9.7 and 25.4 mm is
about 2.5 K for smooth conditions. This difference increases to
3.4 K for the same tube diameters if rougher tubes were selected.
Once a tube diameter has been increased from 9.7 mm to 25.4 mm
(i.e., 162 percent), the corrected boiling heat transfer coefficient
for rough surface decreases from 10 kVi#/Kito 1.5 kW/n?-K

(i.e., 85 percentwith AT = 6.0 K. The main causes for the
decrease in the heat transfer coefficient with the increase in the
tube diameter are due to the formation of bubble slugs and rapid
convective flow in the vicinity of top regions of the tube. If the
tube diameter is increased, more bubbles are generated, and these <
bubbles form bubble slugs which prevent sufficient liquid access 4

20

+20 %

14 B

.K]

12k B

2

10 _ -20 % .

[KW/m

b.calculated

mean of error = 0.11 -

to the heating surface. The bubble slugs also generate a very rapid

standard deviation of error = 0.93

convective flow on the tube surface due to buoyancy and prevent r Brror =1, messue PRLN 1
the generation of fully developed bubbles on the surface. Al- o L
though the slugs agitate the liquid to increase heat transfer, the o 2 4 & 8 10 12 14 16 18 20
effect is relatively small in comparison to the effects of two-heat h [KW/m?-K]

transfer, the effect is relatively small in comparison to the effects

bc,measured

of two-heat transfer decreasing mechanisms. The net effect of@§. 5 Calculated heat transfer coefficient versus measured
increase in tube diameter is to decrease heat transfer coefficiehéat transfer coefficient for vertical tubes
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heat transfer coefficients were compared with the measured hBagrced Convection in a Porous

transfer coefficients and the results are shown in Fig. 5. This figs . .
ure indicates that the standard deviation of thg erfice., g:hannel With Discrete Heat Sources
Npe, measured Nb,calcuiated 1S 0.93. The scatter of the present experi
mental data is betwee#20 percent and-20 percent, with some .
exceptions, from a curve fit of Cornwell and Houston’s correldC- CUi

tion. The scatter in the present data is of similar magnitude to

those found in other existing pool boiling data. Although CornX. Y. Huang

well and Houston’s correlation has been developed for horizongdmail: mxhuang@ntu.edu.sg
tubes, its application to vertical tubésased on the present ex-
perimental datagan be said to be reasonable.

C. Y. Liu

Conclusions School of Mechanical and Production Engineering,

An experimental parametric study with vertical tubes has be&@nyang Technological University, Nanyang Avenue,
carried out for saturated water at atmospheric pressure to det8ingapore 639798
mine the effects of tube diameter on nucleate pool boiling heat
transfer. Based on this study of various tube diamefers= 9.7
~ 25.5 mm), surface roughness = 15.1 ~ 60.9 nm), and di-
mensionless lengthdd = 11.81~ 30.93), following conclusions
can be drawn:

An experimental study was conducted on the heat transfer char-
acteristics of flow through a porous channel with discrete heat
sources on the upper wall. The temperatures along the heated
1 The heat transfer coefficient decreases as the tube diamefgnnel wall were measured with different heat fluxes and the
increases and the trend is more notable with a rougher sigcal Nusselt numbers were calculated at the different Reynolds
face. numbers. The temperature distribution of the fluid inside the chan-
2 The experimental data is in good agreement with the Cornel was also measured at several points. The experimental results
well and Houston’s correlation within 220 percent scatter were compared with that predicted by an analytical model using
range. the Green'’s integral over the discrete sources, and a good agree-
ment between the two was obtained. The experimental results con-
firmed that the heat transfer would be more significant at leading
edges of the strip heaters and at higher Reynolds numbers.
[DOI: 10.1115/1.1351176

Nomenclature

A = heat transfer area
D = tube outer diameter
H = dimensionless tube length/D)
h, = boiling heat transfer coefficient
hy,. = modified boiling heat transfer coefficient
| = supplied current

Keywords: Forced Convection, Heat Transfer, Porous Media

Introduction

L = tube length

fluid pressure
critical pressure

The demand for execution speed and memory capacity for
modern computers causes the increasing circuit density per chip
and high power dissipation per unit voluriig]. For reliable op-

p: pressure ratiofg/p.) eration, the temperature of electronic package must be below the
Pr = Prandtl number manufacturer’s specification, and some electronic devices require
g = input power the more uniform surface temperature distribution among the
g’ = heat flux chips or within the device§2]. With the large increase in heat
T.at = Saturated water temperature transfer rate, it was proposed by several researchers to use the
T, = tube wall temperature channels packed with high-conductivity porous or fibrous material

AT = degree of superheat of the heating surfatg Ts,)
V = supplied voltage
e = average tube surface roughness in rms value

as an effective alternative way to enhance heat transfer. Koh and
Colony [3] analyzed the temperature distribution in a channel
packed with porous materials. Their results showed that the wall
temperature and the temperature difference between the wall and
the coolant were drastically reduced by inserting a high-
References conductivity porous material in the channel. Hwang and digdo
[1] Corletti, M. M., and Hochreiter, L. E., 1991, “Advanced Light Water Reactorutilized porous channels filled with sintered bronze beads to en-
Passive Residual Heat Removal Heat Exchanger T&80¢. of the 1st JSME/  hance forced convective cooling for potential application to elec-

ASME Joint Interational Conference on Nuclear Engineerifigkyo, Japan,  yqnic cooling. It was found that forced air heat transfer coefficient
pp. 381-387. :

[2] Kang, M. G., 1998, “Experimental Investigation of Tube Length Effect oncOuld be increased from 0.01 to 0.5 Wiy using porous heat
Nucleate Pool Boiling Heat Transfer,” Ann. Nucl. Energ$, Nos. 4-5, pp.  sinks with particle diameter of 0.72 mm. Based on the Brinkman-

[3] (ZZ%Srr:v?/gILI‘ K., et al., 1982, “The Influence of Diameter on Nucleate BoilingeXtendecj Darcy mode, Kaviarﬁﬁ] studied the behavior of forced
Outside ’Tub’es,”PréJc. of Ythe 7th International Heat Transfer Conference,convecuon In & porous channel bounded by isothermal parallel

Munchen, Germany, pp. 47-53. plates. It was indicated that tht_e fully Qeveloped velocity profile
[4] Comwell, K., and Houston, S. D., 1994, “Nucleate Pool Boiling on Horizontathanges gradually from parabolic to uniform as the Darcy number
Tubes: A Convection-Based Correlation,” Int. J. Heat Mass Tra8&fSuppl. decreases, and the entrance length decreases linearly with the de-

1, pp. 303—309. ) ; i
[5] Chun, M. H., and Kang, M. G., 1998, “Effects of Heat Exchanger Tubd-T€@S€ of the Darcy number. Vafai and K[®@) investigated the

Parameters on Nucleate Pool Boiling Heat Transfer,” ASME J. Heat Transfdiully developed forced convection in a porous channel bounded

120, pp. 468-476. by parallel plates with a constant heat-flux boundary condition
(6] van Stralen, S. J. D., and Sluyter, W. M., 1969, “Investigations on the Criticging obtained analytical solutions for velocity and temperature

Heat Flux of Pure Liquids and Mixtures under Various Conditions,” Int. J.

Heat Mass Transfl2, pp. 1353-1384.
[7] Hahne, E., and Feurstein, G., 1977, “Heat Transfer in pool Boiling in the Contributed by the Heat Transfer Division for publication in tf@UBNAL OF

Thermodynamic Critical Region: Effect of Pressure and GeometryMéat HEAT TRANSFER Manuscript received by the Heat Transfer Division September 23,

Transfer in Boiling E. Hahne and U. Grigull, eds., chap. 8, pp. 159-206. 1999; revision received July 20, 2000. Associate Editor: M. Hunt.
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fields. It was shown that for a high permeability porous mediuraway from the entrance. Duocel Silicon Carbide Foam, a kind of
the thickness of the momentum boundary layer depended on béititrous porous, was used as the porous medium and the structure
the Darcy number and the inertia parameter, while for a low pemnder microscope is shown in Fig. 1. The material was isotropic,
meability porous medium, the inertia effect was weak and theiiform in pore spacing and was cut in such a way that the sides
momentum boundary layer depends only on the Darcy numbevere flush with the channel walls for a good contact. The porosity
The velocity profile in a low permeability porous channel can bef the Silicon Carbide Foam was 0.88. The permeability was ex-
approximately assumed to be uniform across the channel. H%@'"‘nenta”y determined of about 6_31079 rn2 and the Darcy
and Tien[7] investigated the effects of thermal dispersion in fiyymber was about 1.6710°5. There were 5 strip heaters
brous media experimentally and demonstrated that the heat trafgunted on the upper wall of the heater section which was made
fer increase by several times was achievable. Among these styflefion, shown in Fig. 1. The heaters were 15 mm in width and
ies, the heat transfer of a porous channel with discrete sources WRSe placed with intervals of 15 mm on the top of 5 equal size
of special _interest due to its applicati_ons on cooling of electroni(&%pper plates which were flushed with the teflon wall to ensure a
[8,9]. Hadim[10] performed a numerical study to analyze steadyoq contact to the porous channel. A teflon plate was clamped on
laminar forced convection in a porous channel containing discr top of heaters to fasten the heaters firmly on the copper plates,
he'at Sources on the bottom wall. His results were .bafs?d on also to provide heat insulation. In addition, a guard heater was
Brinkman-Forchheimer-extended Darcy model. A significant ing, nted on the teflon plate to maintain a temperature difference
crease in heat transfer rate was observed as the Darcy number Wageen the two sides of the teflon insulation less than 0.1 degree,
decreased, especially at the leading edge of each heat source bl ot heat loss from the strip heaters through the top teflon plate
suggested that the low permeability porous medium could be USgds minimum and the heat was approximately conducted to the
orous channel through the copper plates. There were 26 thermo-

as an effective technique for electronic cooling. ep
This paper presents some preliminary results from an eXpﬁiBUples placed along the interface of the porous media and the
r channel wall; the arrangement of the thermocouples is

ment on the forced convection in a porous channel with discr
n in Fig. 1. Two pairs of thermocouples were located on each

heat sources on the top surface. The temperature along the heg
5 ip heater and the averaged value was taken as the surface tem-

wall and the temperature distribution inside the channel we
measured for different heat fluxes and flow rates, and the lo rature on heaters, and the surface temperatures between the strip

Nusselt numbers were calculated. The experimental results w Eaters were taken by the thermocouples at the center. The tem-
verified with the prediction by an analytical model, and goo

; eratures of the inlet and outlet were measured by two thermo-
agreement between the two was obtained. couples, and additional 5 sheathed thermocouples, which had a
) diameter of 0.3 mm, were inserted inside the porous channel to
Experimental Setup measure the temperature distribution. The exit was located far

The experimental rig consists of a test section, a water suppipm the heater section so that the effects of outflow boundary
system and a data acquisition system. The test section, which §8@dition on flow and heat transfer were negligible.
a length of 686 mm and a cross-sectional of 70 mm by 20 mm,A water supply system was used in the experiment. The flow
was made of 20 mm thick perspex and consisted of an entrancéag of the water entering the section was measured by a rotameter
heater section and an exit. The entrance was constructed entif8gt had a factory calibrated accuracy 2.0 percent full scale.
of perspex and at its end was a section of 54 mm long poroli%/0 pressure taps were located before and after the porous foam
material to ensure a fully developed flow in the measuring sectiodd connected to pressure transducers, which measured the differ-
As indicated by Hadinj10] the length of the momentum bound-ential pressure across the porous medium. The output of the ther-
ary layer of the developing flow was shorter than the height @focouples and the pressure transducers were transmitted to a HP-
porous channel H, the effect of entrance region was therefc3d970A data acquisition system and processed in PC. The voltage
negligible in this experiment by placing the heater section f@cross the heaters as well as the current were read from J&D 1000
voltage meters and current meters and were used to calculate the
electrical power input to the heaters. For normal tests, the electri-
Stri cal power to the heaters was adjusted to a desired level using
trip heaters Thermocouples . : .
/1 variable voltage tra_nsformers, while _the 'flow rate and |_nlet flow_
l ] : temperature were simultaneously maintained at the desired condi-

tion. The raw data were collected every 20 seconds, and the
steady state was assumed to have been reached when the variation
in the wall temperature measurements was withih2 °C over a
period of 2 minutes. The fluid properties were based on the aver-
age flow temperature in each test. For the forced convection, the
effective thermal conductivity is a combination of the stagnant
conductivity, k,, and the dynamic thermal dispersion conductiv-
Lefon Guard heater ity, kq [11,12]. The dispersion conductivity will be discussed later
Strip heater on, while the stagnant thermal conductivity was obtained by per-
Copper plate forming a number of one-dimensional conduction heat transfer
experiments on the porous channel which was saturated with wa-
ter. The stagnant thermal conductivity was found about 6.74
W/mK. This was done by measuring the heat flux and the tem-
perature difference in the thickness direction, when the porous
channel was filled with water and was supplied a constant heat
flux from the upper surface. The measured thermal conductivity
was used in the analytical calculations for the comparison with the
experimental results.

An uncertainty approximation of the experimental data was
conducted using the method described in JA8]. The uncer-
tainty in the temperature measurement was estimated tol3€.

The maximum percentage of errors for the channel wall tempera-
Fig. 1 The test section ture, the flow rate, the porous permeability and the stagnant heat
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conductivity were estimated as7 percent,£1 percent,£5 per- Surface temperature distribution for different heat flux ( Re=400)
cent, and+8 percent, respectively. Within the temperature and

flow range in the experiment, the maximum uncertainty for the o
Nusselt number and the Reynolds number were 12 percent and abwiem®  g=10wiom?®
percent, respectively. predicted  — - predicted

® experiment &  experiment

50 -

Theoretical Modeling g

The temperature distribution for the forced convection in a Iow{g
permeability porous channel with a point heat source, located a8 w1
(X0, Yo, Zp) in the channel, was previously obtaingid] in a 2
form of the Green’s functionG(X,Y,Z|X,,Y,Zo). In general, if
the geometrical distribution function of the heat sources, say
S(X,Y,Z), is known, the non-dimensional temperature fiefd,
=(T-T;)/(q-H/k¢), generated by the heat sources can be ob-
tained by using the Green’s integral:

30

1
0(X,Y,2)= Kf f J' S(Xo,Y0,Z0) Fig. 2 The surface temperature distributions on the surface of
v the heated wall at the Reynolds number Re =400
X G(X,Y,Z|Xq,Y0,Z)dXod Yod Zy, (1)
Figure 2 shows the temperature distribution on the inner surface
of the heated channel wall for different heat flux. The triangles
AJ f f S(X,Y,Z)dXdYdZ. and the solid circles are the measured results, and the dashed and
\%

where

solid lines are the calculated temperature distributions. It is seen
that the temperature over each heater increases along the channel

In the present experiment, the corresponding dimensionless dis't'r?éthe flow direction, and over the adiabatic portions between the

. . . aters, the temperature decreases due to heat transfer from the
bﬁt'on flu_nctlon for the strip heat sources at the upper wall of thg:, "+ the fiuid flow. The overall temperature on the surface is
channel is

high for the high input heat flux. It is also seen that the predicted
S(X0,Y0,Z0)=6(Yo—1) temperature distributions agree well within the experimental val-
ues along the channel wall. The analytical model used in the pre-
|0 2n<Xe<2n+1,  n=01234 diction was previously verified with Hadim’§10] numerical
1 2n+1=<Xy=<2n+2, n=0,1,2,3,4. model for the Darcy number about 19[14]. The comparison
@) with the experiment data demonstrates that the discrepancy be-
tween the experimental results and the analytical values is also
All assumptions of the fluid and the porous channel were t%ceptab]e when the Darcy number is about®li the present
same as for the point heat source. The channel walls were ggse. The variation of local Nusselt number for different Reynolds
sumed to be adiabatic except the portions in contact with the hﬁ@ﬁfnbers is shown in Fig. 3. The circles and pulses are the mea-
sources. Thus the temperature distribution in the porous chansgted values, and the solid and dashed lines are the calculated
and on the wall surface can be obtained by evaluating the Gree(z8ues. The local Nusselt number is defined as
integral (1) with the distribution function(2). For the sake of
brevity, the calculated temperature field will be directly given in Nu= qH _ E ®)
the following discussion. (Tw—Tike 6’

. . whereq is the heat fluxH is the height of porous channéd; is

Results and Discussion the thermal conductivity of the fluid, an, andT;, are the upper
The experiments were conducted with the input heat fjux wall temperature and the inlet fluid temperature. It can be seen

=5 Wicn?, 10 Wicnf, and 19.5 W/crAi and the Reynolds

number Re=250, 400, and 600. The results were presented in

terms of the upper wall temperature along the channel, the local the variation of local Nusselt Number for different Renolds Number

Nusselt numbers and the temperature field inside the porous

channel.

In order to compare experimental data with analytical predic- Experiment Predicted
tions, the same parameters for the heat, flow and the porous me- 1000 | Re=400 + :
dium, as well as the channel dimensions were used in the analyti- Re=600
cal calculation. The effect of dispersion, though it was small, was 3
taken into account in the present study by calculating the disper- €
sion conductivity in fibrous porous’]: z °\

] X N
kd:pcpyux\/zv 3 § 10 ° N '\\ -
where p and ¢, are the fluid density and heat capacityis the :
dispersion coefficient which has the empirically determined value
of 0.025,K is the permeability of the porous medium angis the
flow velocity along the channel. Thus, in the bulk of porous me- A o o "
dium, the effective conductivity is equal to the sum of the stagnant —
and dispersion terms, {mm)
_ _ Fig. 3 The variation of local Nusselt number on the upper
Ke=ko+ kg k0+pcpyux\/R. “) channel wall for different Reynolds numbers. The heat flux q

The stagnant conductivity, was measured in the experiment. =10 W/cm?
406 / Vol. 123, APRIL 2001 Transactions of the ASME
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wall. This is because the growth of the intermittent thermal

boundary layer starts from the leading edge of each heater and

stops in the adiabatic sections. It is confirmed, therefore, that the

heat transfer is more significant at the leading edge of each heaﬁr.QuaSi_Steady Ana|ytica| Solution to

The experimental data agree with the predicted values very well. .
Figure 4 shows the temperature contour in the lateral plane of tFereezmg Planar Couette Flow

channel, which was calculated by using E¢b. and (2) for the ; ; feod ;
temperature oX-Y plane. The dot points indicate the location of\NIth Viscous D|55|pat|on
the inserted thermal couples and the measured values are giverrim
the parenthesis. In general, the temperatures at the 5 thergﬁrsie A. Hall. Il

e ) '

Y (mm)

| Re=250
Measure point and temperature: @ ( ) 28

136.5250 196 4680 226.5045

couples inside the channel are close to the predicted temperat{irée .

fields, although the discrepancies are obviously there. Since theSistant Professor, Assoc. Member ASME, Department

heads of the thermocouples are about 0.3 mm, they may give ®feMechanical Engineering, University of New

water temperature in the porous matrix, so that the results sh@vleans, New Orleans, LA 70148

the discrepancies which are generally lower than the predictgtmajl: cahall@uno.edu

values. It is also seen that the temperature distributions are sensi-

tive to the Reynolds numbers; the higher Reynolds number, co_,. . .

responding to a stronger forced convection, will result in a |owf$fa'§"” Mackie

wall temperature profile. Assistant Professor, Assoc. Member ASME, Department
of Mechanical Engineering, Tulane University,

Conclusions New Orleans, LA 70118

The heat transfer in a porous channel with discrete heat sour@ég‘a”: cmackie@mailhost.tcs.tulane.edu

on the upper wall was experimentally studied and the results were

presented. The temperature distributions and the local Nusselt

numbers were measured along the upper channel wall, as welljagjuasi-steady analytical solution to freezing planar laminar
the temperatures inside the porous channel. The results were c@duette flow with viscous heating effects is presented. Closed-
pared with the predictions from an analytical model and it wa®rm expressions for the dimensionless freeze-front location, in-
demonstrated that they agreed with each other in general. Ttaéface Nusselt number, and dimensionless power density (or di-
experimental results confirmed that the heat transfer is more sigensionless shear stress) are derived as a function of various
nificant at leading edges of the strip heaters and at higher Rejimensionless parameters. Several classical results are obtained
nolds numbers. The results presented in this work may be useifulthe appropriate asymptotic limits[DOI: 10.1115/1.1351177

in further study on the heat transfer in low permeability porous

channels with discrete heat sources. Keywords: Analytical, Conduction, Heat Transfer, Phase
Change, Solidification
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Introduction . hL Cs(Tm—T.)
Solidification and melting of materials under forced flow con- Bi= k_s €= hgt ' @

ditions has been the subject of many investigafdisdue to po- .0 ic e Fourier number, Br is the Brinkman number, Pr is

tential applications in manufacturing processes such as extrusw& Prandtl number. Bi is the Biot number. and Ste is the Stefan
freezing of water(and other liquidsjin pipes, low-temperature nlllmber, the classical steady-state, linear Couette flow solution for

viscometers, shear-plate squeeze film dampers in machine t S N . - o
[2], and others. Such fluids exhibit Newtonian as well as no}_évelocny distribution in the liquid regiof6] is modified or can

Newtonian behaviogl3]. However, fluid flows that exhibit Couettei eegzggd asassuming no-slip conditions at the solid-liquid
or Couette-like behavior such as purely shear-driven flows anrH
near-wall turbulent flows in the presence of phase chémgidting Y—-A(7)
or freezing)have scarcely appeared in the literature. One particu- uey,n= 1A 2

lar application has been in crystal growth whereby researchers

have investigated the effects of coupling of parallel shear flows fbsequently, the solutiod(Y,7) is used to determine the di-
directional solidificatiof4]. While most of the studies on parallelmensionless temperature distribution in the liquid region via the
shear flows with solid-liquid phase change have been experimélimensionless energy equation, i.e.,

tal in nature, few have been treated theoretically. For example,

2 2
Huang[5] studied analytically the incipient Couette flow problem o Al = ‘9_02' + r(ﬁ) , 3)
and derived a closed-form solution for one-dimensional melting of ar Y aY
the semi-infinite solid region by a hot moving wall. A combina—or’ by using Eq(2),
tion of the similarity technique and Green’s function was used in
obtaining solutions for the melting of large Prandtl number fluids. a6, 56, Br
The author noted that the shear stress within the melt layer de- W WJr (1-A)2 )
creased as a function of the square root of time as the melt layer ) . o -
thickens. However, the opposite effect is expected to occur withg'ere®=as/«; . Eq. (4) is subject to the initial condition
solidifying Couette flow. 2

In this note, an analytical solution is presented for one- 6,(Y,7=0)=Br|Y— —=—|+1 (5)
dimensional freezing of laminar Couette flow within a finite pla- 2
nar region with viscous dissipation in the low Stefan numbeind boundary conditions
limit. A closed-form expression for the instantaneous location of
the solid-liquid interface is derived. In addition, expressions for t?_'9| -0 (6a)
the Nusselt number at the solid-liquid interface, dimensionless al,_,
power density(or shear stress), and dimensionless solid-liquid
interface re-melt or steady-state location are all derived as a func- O(Y=A",7)=1. (6b)

tion of pertinent dimensionless parameters. Several classical

sults are obtained in the appropriate asymptotic limits. fr?tegratlng the quasi-steady form of He), subject to Eqs(6a)

and(6b), gives

Problem Formulation r
. . . . . . 6(Y,71)= ——3
Consider the one-dimensional region of thicknésshown in (1-4)
Fig. 1. The motion of the liquid, assumed to be laminar, is sheafpe transient term in Eq4) is neglected due to the low value of
driven by a flat platéon top)moving at constant spe&d The top q |iquid-side Stefan number, which is explained as follows.

flat plate is modeled as an adiabatic surface, and the liquid Pftst, it is observed that the maximum liquid temperatiie,, , is

considered an incompressible, Newtonian fluid. With the liquid; (he adiabatic boundaryr& 1), which reduces Eq7) to
initially at or above its fusion temperaturd ) according to a ' '

1
E(AZ—Y2)+(Y—A) +1. (7)

prescribed distributio;=T,(y,t<0), the bottom surface is sud- Br
denly exposed to a fluid whose temperatufe.)( is maintained O max=1+ o ®)
below the liquid’s fusion temperature. This induces the motion of o
a freeze front that propagates towards the top flat plate. wheref) s corresponds t@) evaluated all 5. Now, the liquid-
Upon introducing the following dimensionless parameters infgde Stefan number is defined as
the describing one-dimensional momentum and energy equations, _
. . . . . . CI(Tmax Tm)
including viscous dissipation, Stq=h—. 9)
sf
Y:X‘ A= f U= E 9= T Tw , 7= 2t Then, using the definition of the solid-side Stefan numitiey.
L L v T T L as (2)], the ratio of liquid-to-solid-side Stefan number can be ex-
V2Pr V2 4, K, pressed as
B T T KT "k ke Ste _ g(Tmax—Tm) _ g(Tmax—Tx )_ S
St Col Tm—Tw| Csl\ Ty Ta Cg  max =/
(10)
Liquid Region v Adiabatic Surface Using Eq.(8), this ratio reduces to
£ Z 2 Stg ¢ (Br
mEy e
E s » Ste, cg\ 2
In this study, the Brinkman number will be of order unity or
- several orders of magnitude less than unity while the liquid-to-
olid Reglon Convective Boundary solid specific heat ratio will remain of order unity. As a result, the
liquid-side Stefan number will always be of the same order of
Fig. 1 Schematic model of planar Couette flow region under- magnitude or less than the solid-side Stefan number. In what fol-
going solidification lows, the solid-side Stefan number is assumed to be small but
408 / Vol. 123, APRIL 2001 Transactions of the ASME
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non-vanishing, which also applies to the liquid-side Stefan num- 1 ¥Br 1-9BBi"t @

ber. Therefore, the sensible heat contributions on both the solid Bl AL 1A =O:>ASS=W= v (22)

and liquid sides are neglected. Alexiades and SolofTdrshow ss ss Y

that when the Stefan number is less than 0.1, the quasi-ste&@ithin the framework of the present model, there are some other

approximation gives excellent results. quantities of interest, namely the Nusselt number at the freeze
The dimensionless one-dimensional temperature distributionfiont, i.e.,

the solid region is described by the heat diffusion equation, ex-

pressed in dimensionless form as Nu= h_'-: q'L =(0 _1)—1’?_‘9' - 2
2 K Ki(Tmax— Tm) ! max IYly_+ 1-A(7) l
99 _ 2 % 12 - (23)
r Y2 (12) R |
‘ o - and the power or power density requir@ghich is a function of
subject to the initial condition the shear stres$d maintain the plate in motion at constant speed,
y2 given by
GS(Y,T—O)—BI'[Y_ -t (13) au P au
P=V | 7y (dA=VAu—| =p"==Vu—
which cannot be satisfied under quasi-steady conditions. The cor- ay y=L ay y=L
responding boundary conditions are given by _MVZ JU . D' B 1 o
0 L oY V2L 1=A(7)
N Bi(Y=07),7>0 (14) LNy wVIL 174G
Y=0 Note that Eqs(23) and(24) are related by
0S(Y:A7,T):l,7'>0 (15) Nu pr/ 1
and the Stefan condition is given py] 2 T WAL 1-A(n) (25)
a0 a6, 1 dA and when EQq(22) is substituted into Eq(25) to obtain steady-
aY|,_, ToYl,_,. stedr (16)  state values, the expression
” -1

In order to obtain an analytical solution to the present problem as (M) :( P ) — 1+(7Ef” (26)
formulated, solidification is assumed to progress in a quasi-steady 2 ) \wVAL] - 1+Bi't

manner, which is valid at low Stefan numbers. Therefore, the
solution to the quasi-steady form of EA2), subject to Eqg14) 'esults.
and(15), is

Bi"l+Y

A TR

(17) Results and Discussion

Asymptotic Limits. The solution given by Eq(20) reduces

As a result, the Stefan condition becomes X . . ST
to a few classical solutions when certain asymptotic limits are

1 yBr 1 dA approached. For example, as the Brinkman number approaches
BirlrA 1-A Stedr’ (18)  zero (Br—0), in which the liquid medium is everywhere station-
o ) . ary, the parameter® and ¥ both approach unity®—1 and¥
which is separated and cast in the following form: —1). As a result, the solution expressed by E2p) reduces to
ABi‘1+(1—Bi‘1)A’—A’2dA,_S 4 19 12 2 q
Ol_yBrBi—l_(l_,’_,yBr)Ar =Ste o 7. ( ) A(T): (a) +2-Ste-r 7§, (27)

Integration of Eq.(19) gives an analytical solution to the instan-which is the non-dimensional form of the quasi-steady solution
taneous freeze front location as a function of several dimensideund in Alexiades and Solomofv]. Furthermore, if the Biot

less parameters, i.e., number approaches infinity (Bi«), which is the isothermal
) limit, then Eq.(27) becomes
(0] N 1=\ |®—TA(7)] 1 5 B
i P] +oglA(D] A(7)=[2-Ste-r]*2 (28)
PR Equation(28) equals the exact Neumann solution when the pa-
= —Ste. rameter in the transcendental equation of Neumann'’s solution is
+ A(7)=Ste-r (20) ) S o -
e v approximated by (Ste/2¥, which is valid in the limit of low

Stefan numbers. Note that E@8) can also be deduced from Eq.
(20) since as Bi—s~, the parametex— 1 (still with Br— 0) and
d=1—9y-Br-Bi"!, ¥=1+v.Br, andA=1-Bi % only the quadratic term on the left-hand side remains, andZ8).
(21) is obtained directly. The solution given by E@O) also reveals
Note that as the freeze front moves towards the top flat pla@lother asymptotic limit. As the freeze front locatidn ap-
P b pepachesb/ W (A —@/W), which is the steady-state condition ex-

the shear stress and, hence, the amount of viscous dissipal L
increases, which increases the liquid-side heat flux at the sol[§€Ssed by Eq(22), the product (Ster) approaches infinity
te-7— o), which is consistent with the steady-state limit. This

liquid interface. Consequently, the solidification rate decreas! ; o X .

and eventually reaches zefsteady statewhen the liquid-side 'S mgthemgtu_:ally jUSt;fled since it can be shoy\(n that when Eq.
heat flux exactly balances the solid-side heat flux. If any addic0) is multiplied by W=, whereW is always positive, the result-
tional energy is added to or is generated inside the liquid regidff quantity pre-multiplying the logarithmic term is always nega-

(due to, for example, suddenly increasing the plate speed UVe, 1€,

where

melting of the solid will occur and the solid-liquid interface will Q=d2—\W—(1—\)¥?

begin to recede. The mathematical equivalent of this re-melt or

steady-state condition can be expressed as =—yBr[1+3Bi 1+ yBrBi 1]+ (yBrBi 1)?<0. (29)
Journal of Heat Transfer APRIL 2001, Vol. 123 / 409
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The parameter() is always negative because the quantitiNusselt number. Nonetheless, some general trends can be ob-
(yBrBi~ 1) is required to be less than unityyBrBi~'<1) for served. In the figure, the normalized freeze front location is shown
physically realistic results. This less than unity condition can al$o increase monotonically from 0 to 1 for all representative Brink-
be expressed as man numbers. It should also be noted that increasing the Brink-
. man number delays the time that it takes to reach steady-state
yBr<Bi, (30)  conditions. This is due to the fact that increasing the Brinkman
which is most evident in Eq(22). Therefore, ifyBr>Bi, then number increases the level of viscous dissipation, which increases
A4<0, which is physically unrealistic. Furthermore, the physicdhe liquid-side heat flux at the freeze front. As a result, the effect
interpretation given to Eq30) is that the amount of viscous dis- of viscous heating in the liquid dominates the heat conduction in

sipation should always be smaller than the amount of convectitte solid, particularly at latter times, which slows down the solidi-
heat removal. fication rate. In fact, the time that it takes to reach steady-state

) ) ) o conditions is given by the Stefan number-Fourier number product
Graphical Representation of Solutions. Shown in Fig. 2(a) (ste.7) of 1.72, 2.76, and 3.8 for Brinkman numbers of 0.01, 0.1,
is the temporal development of the solid-liquid interface locatiogng 1, respectively. The corresponding steady-state freeze front

and solid-liquid interface Nusselt numb@r power density), both |ocations, which occur whea/A . 1, for Brinkman numbers of
normalized with respect to their steady-state values. Solutions @81, 0.1, and 1 are calculated to be 0.984, 0.852, and 0.111,
presented for Brinkman numbers of 0.01, 0.1, and 1. The liquigaspectively. The effect of heat transfer at the solid-liquid inter-
to-solid thermal conductivity ratio is fixed at 0.8 and the Biotace is quantified by the Nusselt number. It is observed that when
number is held at unity. The reader is cautioned not to interpigfe Brinkman number is small (Br0.01), significant viscous
these results as direct comparisons since each unique Brinknp@iting effects are delayed until Ste=1.25, before which the
number yields a distinct steady-state freeze front location agg)id thickness is about 86 percent of its steady-state value. When
Ste.7>1.25, the Nusselt number rises significantly, signifying en-
hanced viscous heating effects. In fact, the steady-state Nusselt
number reaches approximately 0.63. For Brinkman numbers of

skl 0.1 and 1, the increase in the Nusselt number is more gradual
- E (with some changes in curvature for 86.1), indicating in-
409 X : i
: creased viscous heating effects at earlier times as compared to the
dos smaller Brinkman number. The steady-state Nusselt numbers are

calculated to be 0.675 and 1.125, respectively, for Brinkman num-
bers of 0.1 and 1.
Figure 2(b)illustrates solutions for the instantaneous normal-

ized freeze front location and Nusselt numlber power density)

for Biot numbers of 5, 20, and (isothermal cooling The liquid-
to-solid thermal conductivity ratio is held at 0.5 and the Brinkman
number is fixed at unity. In general, the effect of increasing the
Biot number is to increase the solid thickness. However, at the

8r 40.7

0.6

AlA,

y=08 —04
Bi=1

|
[=)
15,1
Nu/Nu_, or P*/P"_

703 same time, increasing the solid thickness decreases the thickness
o2 of the remaining liquid region, which increases the amount of
1 viscous heating. This is evident in the figure, particularly at latter
o1 times (Ster>10 2), by the significant increases in the Nusselt
L number for all representative Biot numbers. Therefore, at earlier
25 times (Ster<102), heat transfer on the liquid-side of the freeze
front is not significantly affected by the growing solid layer. Note
that when the produdtyBr) is much smaller than the Biot num-
ber, the steady-state freeze front location is not greatly affected by

1 71 changes in the Biot number. In this case, the lowest representative

ook Bi ] Biot number (Bi=5) is an order of magnitude higher than the

“F — 5 —09 product (yBr=0.5), and the steady-state freeze front location

o8k - 20 y ] changes from 0.6 to 0.65 to 0.66667 when the Biot number is
F o 108 increased from 5 to 20 tee. Correspondingly, the steady-state

07 Jdo7 .z Nusselt number at the freeze front is calculated to be 2.5, 2.86,

0sE 1=05 17 i& and 3, respectively, for Biot numbers of 5, 20, andFurther-

o Bre1 Jdos & more, the time to reach steady-state conditions, as indicated by
szz o5k . s Ste 7, is determined to be 1.8, 1.26, and 1.23 for Biot numbers of
< Jos F 5, 20, and, respectively.

04 ] <
: Joa =
Joa Conclusions
- An analytical solution was presented for one-dimensional freez-
—02 ing of laminar Couette flow within a finite planar regidwith
T L viscous heating effectsn the limit low Stefan numberdess than
100 1072 107 T 81 0.1). Closed-form expressions for the instantaneous location of the
Stet freeze front, Nusselt number at the freeze front, dimensionless

power density(or shear stress), and dimensionless solid-liquid
interface re-melt or steady-state location were derived as a func-
Fig. 2 Graphical representation of temporal variations in nor- tion of_Iqu|d-to-soI|d thermal conductivity ratio, Brlnk_man num-
malized freeze front location and interface Nusselt number (or ber, Biot number, and Stefan number. The analytical solution
dimensionless power density from Eq.  (24)) for selected (a) demonstrated that some classical results could be obtained in the
Brinkman numbers and  (b) Biot numbers appropriate asymptotic limits. The results also illustrated that the

(b)
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product of liquid-to-solid thermal conductivity ratio and Brink- Pressure Gradient for Laminar Flow of a Non-Newtonian Liquid Through a
man number must always be less than the Biot number in order to DPuct of Subfreezing Wall Temperature,” ASME J. Heat Transtets, pp.

; : o 973-976.
obtain physically realistic results. [4] Huang, T., Liu, S., Yang, Y., Lu, D., and Zhou, Y., 1993, “Coupling of
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