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S. L. Lee
Professor
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C. R. Ou
Department of Power Mechanical Engineering,

National Tsing-Hua University,
Hsinchu 30043, Taiwan

Gap Formation and Interfacial
Heat Transfer Between
Thermoelastic Bodies in
Imperfect Contact
In this paper, the integration scheme is employed to solve a coupling problem of transient
heat conduction and displacement due to thermal deformation. Based on the resulting
displacement, gap or contact pressure on the interface of two thermoelastic bodies in
imperfect contact is estimated. Such information is then used to determine the interfacial
heat transfer between the two thermoelastic bodies. This again affects the temperature
distribution and thus the thermal deformation. In the course of heat transfer and thermal
deformation, effect of thermal rectification also is taken into account. Numerical solutions
of transient and steady-state quantities including gap formation, normal stress, and tem-
perature are demonstrated for a pair of stainless steel and aluminum with conforming
shapes. Such an analysis of conduction-deformation interaction based on a finite-
difference-like scheme has not been studied in the past.@DOI: 10.1115/1.1338133#

Keywords: Contact Resistance, Finite Difference, Heat Transfer, Stress, Transient

Introduction
Gap formation or a great decrease in the contact pressure due to

thermal deformation of conforming bodies in contact is encoun-
tered in many industrial cases. Duplex heat exchanger tubes@1,2#
and casting systems@3–5# are some of the examples. Thermal
deformation does not significantly affect the thermal conductivity
of the solid bodies. However, it could cause gap formation or a
great decrease in the contact pressure that would lead to a large
thermal resistance across the interface. Such a thermal resistance
might even dominate the entire heat transfer process when both
contact bodies are good thermal conductors and/or the inter-
stitial gaseous~or vacuum! medium has a very low thermal
conductivity.

In conventional studies~e.g., Barry and Goodling@6#, Tzong
and Lee@7#!, the interface thermal resistance is usually assigned
as a constant due to the lack of reliable information. Some inves-
tigators estimated the interface thermal resistance with the method
of inverse heat conduction@5# or an assumption of free thermal
expansion@8#. To resolve the problem, some efforts were made by
measuring the gap formation directly@4,5# and indirectly@3#. Un-
fortunately, it does not seem possible to develop an empirical
correlation for estimation of gap distribution from the very limited
measured data.

The thermophysical phenomena between two contact/separate
bodies are very complex. For separate surfaces with a very small
gap or contact surfaces with surface roughness, the
Smolukhovskii effect on the thermal conductivity of the intersti-
tial gaseous medium could be considerable@9–14#. Such an effect
arises from the influence of the solid ‘‘wall’’ on the mean free
path of the gas molecules. In addition, experimental studies evi-
dence the thermal hysteresis and rectification phenomena in ther-
mal contact resistance for bodies in imperfect contact.

For a joint subjected to a cyclic loading, Clausing and Chao
@15# and Thomas and Probert@10# observed the thermal hysteresis
that the thermal contact resistance during unloading is usually
lower than the corresponding values during the first loading. As

remarked by Madhusudana and Fletcher@17#, during first loading,
the actual contact area is formed by the elastoplastic deformation
of asperities on the contact surfaces coupled with the elastic de-
formation of the large-scale irregularities and the underlying ma-
terials. During the unloading, the reduction of the actual contact
area is due only to the elastic recovery of both the asperities and
the bulk sublayers. This seems to be a good explanation for the
thermal hysteresis.

The so-called thermal rectification refers to a particular physical
phenomenon that the thermal contact resistance between bodies A
and B might depend on the heat transfer direction, from A to B or
from B to A. The thermal rectification was first noted by Starr
@18#. Subsequent experimental observations@16,19,20#and theo-
retical analysis@20–22# confirmed its existence for dissimilar ma-
terials in contact. For similar materials, lower thermal contact re-
sistance was observed with heat flux from a rough surface to a
smooth surface@16,20#. Although the reasoning has not yet been
completely understood, the thermal rectification is generally rec-
ognized to arise from thermal distortion of contact surfaces
@13,17,20,23#.

The experimental results of Padgett and Fletcher@19# suggest
that the interfacial heat transfer is dominated by the contact pres-
sure for surfaces in imperfect contact. Similarly, the gap width
would become the dominator when the surfaces are separate. To
handle such a coupling problem of thermal deformation and heat
transfer, Song et al.@24# developed a coupled finite element
model to simulate a metal casting process. Gap formation in the
mold-casting interface was formulated by using an interface ele-
ment without considering the thermal rectification effect. Huang
et al.@8# estimated the gap width on the mold-casting interface for
a casting system with the assumption of free thermal expansion.
The stress in the entire mold-casting system was assumed zero
such that no stress analysis was performed. The purpose of the
present work is to demonstrate a simple numerical procedure for
study of gap formation and interfacial heat transfer on the inter-
face of two thermoelastic bodies in contact. The integration
scheme for displacement-stress analysis@25# is employed to solve
the gap formation and contact pressure. The interfacial thermal
resistance across the conforming surfaces is then determined from
the computed gap width and contact pressure through the use of
the experimental results of thermal rectification from Padgett and

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
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Fletcher@19#. The temperature distribution is solved with an inte-
gration scheme for energy equation@7#. Such an analysis of
temperature/deformation interaction based on a finite-difference-
like scheme has not been studied in the past.

Theoretical Analysis
Consider a pair of two-dimensional metals with conforming

surface as shown in Fig. 1. The outer metal is a square stainless
steel 304 of dimensionL3L, while inside is coupled with an
aluminum 2024-T4. Both metals are initially at stress-free state
and in contact at a zero contact pressure when they have the same
uniform temperatureTin . Let the outer surface temperature of the
stainless steel be suddenly changed toT1 at x50 and T2 at x
5L, while the other two sides~y50 andy5L! are insulated. The
outer surface of the stainless steel is maintained motionless during
the entire heat transfer process, while the thermal deformation
assumes plain stress. If a plain strain situation is assumed, the
Young’s modulusE and the Poisson ration in the following plain
stress formulation should be replaced byE/(12n2) and n/(1
2n), respectively.

After imposing the above assumptions and introducing the di-
mensionless quantities

E* 5
E

Eref
, j5

x

L
, h5

y

L
, u5

U

L
, v5
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,
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the governing equations can be written as@7,25#
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]
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I 5
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]h
. (6)

The associated boundary conditions are

u~0,h,t!50, v~0,h,t!50, u~1,h,t!50, v~1,h,t!50

u~j,0,t!50, v~j,0,t!50, u~j,1,t!50, v~j,1,t!50

u~0,h,t!51, u~1,h,t!50,

]u~j,0,t!/]h50, ]u~j,1,t!/]h50. (7)

The initial condition is

u~j,h,0!5u in . (8)

Note that the dimensionless material properties (E* ,n,g,k,a* )
are discontinuous functions across the stainless steel-aluminum
interface. Their values are

~E* ,n,g,k,a* !5~Es /Eref ,ns ,~rcp!s /~rcp!ref ,ks /kref ,~a* !s!

in stainless steel (9a)

~E* ,n,g,k,a* !5~Ea /Eref ,na ,~rcp!a /~rcp!ref ,ka /kref ,~a* !a!

in aluminum, (9b)

where the subscriptss and a denote quantities of stainless steel
and aluminum, respectively.

In the course of heat transfer, the stainless steel-aluminum in-
terface could be either separate or in contact with each other at a
contact pressure due to thermal deformation of both metals. Fig-
ure 2 illustrates a pair of schematic conforming surfaces when
they are in contact at a normal pressure2snn or when they are
separate with a small gapd. In case they are in contact~Fig. 2~a!!,
the interfacial thermal resistance is expressible as

Rinf5~Rm
211Rg

21!21, (10)

where Rm is the thermal contact resistance of the conforming
surfaces in vacuum, whileRg stands for the thermal resistance
through the interstitial gaseous medium. The two thermal resis-
tance modes should be modeled in parallel@10#.

Experimental data of thermal contact resistanceRm are avail-
able for some particular metals and surface roughness@16,19#.
There is also a theory dealing with the thermal resistance through
the interstitial gaseous mediumRg @9,10#, i.e.

Rg5
«̄

kg
, «̄5SnY E

0

Sn dSn

«1 l 11 l 2
, (11)

where kg is the thermal conductivity of the interstitial gaseous
medium.Sn and«(Sn) denote, respectively, the apparent contact
area of the surfaces and the surface roughness, whilel 1 andl 2 are
known as ‘‘temperature jump distances’’ due to the
Smolukhovskii effect at both surfaces. Note that the equivalent
thickness of the interstitial gas«̄ defined in Eq.~11! is the volu-
metric reciprocal mean reciprocal (vrmr) value of the surface
roughness. If there is an additional small gapd in the interface as
illustrated in Fig. 2~b!, it is reasonable to add a thermal resistance
Rd into Eq. ~10! in series for simplicity. This yields

Fig. 1 System description and grids for the two-dimensional
problem
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Rinf5~Rm
211Rg

21!211Rd (12)

Rd5d/kg . (13)

The first term on the right-hand-side of Eq.~12! should be evalu-
ated at zero contact pressure such that Eq.~12! continuously re-
duces to Eq.~10! when the gapd diminishes to zero. The use of
Eqs. ~12! and ~13! will preclude the possibility of resulting an
unphysical solution remarked by Barber@26#, Comninou and
Dundurs@27#, and Comninou et al.@28#.

As reported by Madhusudana@29#, the thermal resistance of
interstitial gasRg does not depend on the gas pressure as long as
the gas pressure is not below 100 torr~133 kPa!. It seems to
depend mainly on the topography of the interstitial gas~11!. How-
ever, knowledge of both topography of surface roughness~«! and
temperature jump distance (l 5 l 11 l 2) is required in the use of the
theory~11!. The former depends on the deformation of the asperi-
ties, while the latter is a function of«1d. Both are very difficult
to determine. Fortunately, the effect of gas resistanceRg on the
overall resistanceRinf is generally small, especially when the sur-
faces are metallic and/or there is a large gapd. Therefore, Eq.~12!
can be practically simplified as

Rinf5Rm1Rd . (14)

Such a simplification has been widely adopted by the previous
investigators~e.g.,@1,2,24,30–32#!.

Note also that in evaluating the interfacial thermal resistance
Rinf , contribution of thermal radiation is negligible up to about
600°C@29,33#. In their experimental study on air gap formation in
solidification processes of a pure aluminum and an Al-13.2 % Si
alloy, Nishida et al.@4# found that heat conduction was the domi-
nant mode of the interfacial heat transfer across the air gap. Heat
transfer by thermal radiation was negligibly small. Thus, contri-
bution of thermal radiation is neglected in the present study as
suggested by Madhusudana and Fletcher@17#. Nevertheless, vali-
dation of this assumption will be examined later.

Solution Method
In the present study, the displacement Eqs.~2! and ~3! are

solved on a Cartesian grid system (j i ,h j ) as shown in Fig. 1 by
using an integration scheme for displacement-stress analysis@25#.
The grid system is arranged such that the stainless steel-aluminum
interface intersects the grid line between two adjacent grid points.
At the locations where gap forms (d.0), the stainless steel-
aluminum interface is treated as a boundary with free surface
condition~zero traction!. Otherwise, the interface will be assumed
perfectly bonded. As demonstrated in Lee and Ou@25#, the dis-
placements on both sides of a separate interface can be accurately
computed from the resulting displacements at the nearest grid
points. This allows the gap on the interface to be evaluated. The
interface will be shifted to the type of contact interface for next
iteration if the gap width becomes negative. Similarly, the normal
stress at a contact interface can be simply estimated with a linear
interpolation from the computed stresses at the nearest grid points
on both sides of the interface. Separate interface will be assumed
for next iteration if the normal stress becomes tensile. For a given
temperature fieldu, the numerical procedure should be iterated
until the solution converges and satisfies the particular require-
ment along the stainless steel-aluminum interface:

snn<0 and d50 for contact interface
(15)

d.0 and snn50 for separate interface.

The integration scheme has been proven to produce very accurate
solutions for both displacement and stresses@25#.

With a similar manner, the energy Eq.~4! is discretized with
the integration scheme for heat transfer analysis@7#. The resulting
algebraic equation at pointP(j i ,h j ) can be written in the form

~aW! i , ju i 21,j1~aE! i , ju i 11,j1~aS! i , ju i , j 211~aN! i , ju i , j 11

1~aP! i , ju i , j5~aR! i , j (16)

~aW! i , j5S Dj iE
j i 21

j i 1

k
dj D 21

, ~aE! i , j5S Dj iE
j i

j i 11 1

k
dj D 21

(17)

~aS! i , j5S Dh jE
h j 21

h j 1

k
dh D 21

, ~aN! i , j5S Dh jE
h j

h j 11 1

k
dh D 21

~aP! i , j52~aW! i , j2~aE! i , j2~aS! i , j2~aN! i , j2~g/Dt! (18)

~aR! i , j52~g/Dt!u0 , (19)

where

Dj i5j i 112j i , Dh j5h j 112h j (20)
Dj i5~Dj i 211Dj i !/2, Dh j5~Dh j 211Dh j !/2.

The unsteady term]u/]t has been discretized with a fully implicit
scheme on the time stepDt, while the subscript ‘‘0’’ denotes
quantity at the previous time levelt05t2Dt.

Note that the integration in the weighting factors~17! repre-
sents the thermal resistance between two adjacent grid points.
Hence, the weighting factor (aE) i , j is expressible as

~aE! i , j5~Dj i !
21S E

j i

j i 11 1

k
dj1RinfD 21

(21a)

Fig. 2 A pair of schematic rough surfaces „a… in contact, or „b…
when separated
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Rinf5Rinf~kref /L ! (21b)

if a stainless steel-aluminum interface with the interfacial thermal
resistanceRinf occurs in the interval@j i ,j i 11#. For convenience,
the numerical procedure is described as follows:

1 Let the displacement (u0 ,v0), the gapd0 and the normal
stress (snn)0 at the stainless steel-aluminum interface are all
zero, andu05u in at the initial time levelt05t2Dt50.

2 Estimate the interfacial thermal resistanceRinf based ond0
and (snn)0 .

3 Solve the energy equation~4! to yield the temperatureu for
the present time levelt.

4 From Eqs.~2! and~3!, determine the displacement (u,v), the
gap d and the normal stresssnn corresponding to the tem-
peratureu for the present time levelt.

5 If the present time levelt has reached the prescribed time
limit, then stop the computation. Otherwise, setd05d and
(snn)05snn , and return to step 2.

It should be pointed out here that the interfacial thermal resis-
tanceRinf would keep changing when the temperature varies from
u0 to u as time elapses fromt0 to t. Unfortunately, the detailed

temperature variation is not known during the time stepDt when
the problem is solved numerically. To achieve a good numerical
stability, the interfacial thermal resistanceRinf is assumed un-
changed within each time step as described in step 2 of the nu-
merical procedure. Hence, the time step should be sufficiently
small.

Results and Discussion
Numerical solutions including the displacement (u,v), the gap

d, the normal stresssnn , and the temperatureu, are obtained for
the parameters

~L,Tin ,T1 ,T2!5~10 cm,50°C,100°C,0°C! (22)

Fig. 3 Interfacial thermal resistance between stainless steel
304 and aluminum 2024-T4

Fig. 4 Result of Gap formation along the interface „note: the
two subfigures are for gaps near the corners B and C at t
Ä0.050, 0.075, and 0.100…

Fig. 5 „a… Result of normal stress sxx at tÄ0.009; „b… result of
isotherms at tÄ0.009
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as well as the following mechanical and thermophysical properties
of stainless steel and aluminum

ns50.3, na50.37, as51.2531025 K21,

aa52.4031025 K21

Es50.20793106~121.90531024T!MPa

Ea50.067393106~123.91731024T!MPa

ks514.06~111.42231023T!W m21 K21

ka5171.4~110.67131023T!W m21 K21

(23)
~rcp!s53.5023106~111.27531023T!J m23 K21

~rcp!a52.3203106~110.82431023T!J m23 K21,

where the temperatureT is in °C. The referenced quantities used
in the dimensionless transformation~1! are the properties of stain-
less steel 304 atT50°C, i.e.,

Eref50.20793106 MPa, kref514.06 W m21 K21,

r ref58,000 kg m23 (24)

~rcp!ref53.5023106 J m23 K21, b57.87631029.

It is interesting to note that the diffusivity ratiob is essentially
zero. This implies that propagation of stresses is extremely fast as
compared to heat transfer. Hence, the inertia term of the displace-
ment equations~2! and ~3! are negligible.

In the present study, Eq.~14! is employed to estimate the inter-
facial thermal resistanceRinf as required in step 2 of the numerical
procedure. The surface roughness of the stainless steel and the
aluminum are assumed 0.256mm and 0.513mm, respectively,
such that the experimental results of thermal rectification from
Padgett and Fletcher@19# are valid for the thermal contact resis-
tanceRm in the present case. For convenience, their experimental
data are correlated with

Fig. 6 Result of isotherms at tÄ0.005, 0.020, 0.022, and 0.030
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Rm5~Ad1f !21, A5
exp~2asnn!2exp~ab!

exp~2asnn!1exp~ac!

~a,b,c,d, f !5~0.2590,11.24,11.03,11.36,10.86!

from aluminum to stainless steel
(25)

~a,b,c,d, f !5~0.3328,4.317,6.001,3.827,1.601!

from stainless steel to aluminum.

The hysteresis effect, however, is neglected for simplicity. The
gaseous medium in the gap is assumed to be air that has a thermal
conductivity of

kg50.0241~113.1731023T!W m21 K21. (26)

This achieves an interfacial thermal resistanceRinf in terms ofsnn
andd as plotted in Fig. 3. Note thatRm andsnn in Eq. ~25! are
measured inm2 K W21 and MPa, respectively.

To validate the accuracy of the numerical result, five time steps
(Dt50.0100, 0.0050, 0.0020, 0.0010, 0. 0005) were employed for
grid tests on three grid systems (Dj5Dh50.03333, 0.025, 0.02!.
The solution procedure was iterated until the resulting dimension-
less displacement and temperature converged within an absolute
error of 231029. The numerical solution was found to strongly
depend on the time step. By contrast, the solution was not so
sensitive to the spatial grid mesh. The discrepancy between the
resulting temperaturesu~j,h,t! based on the time stepsDt
50.0010 and 0.0005 on the grid meshDj5Dh50.02 ~as illus-
trated in Fig. 1!was less than 0.0005. Hence, the numerical result
based on the finest gridsDj5Dh50.02 andDt50.0005 will be
discussed in this section. The time step corresponds to 1.245sec-
ondsin real time.

Figure 4 reveals the history of the resulting gap formation
d(s,t) on the interface of the two conforming bodies. For conve-
nience of presentation, a normal-tangent coordinates system~n, s!

Fig. 7 Isotherms, normal stress sxx , displacement „Ã250…, and gap „Ã250… in steady state
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is employed. The pointsA, B, C, D, E shown on the upper ab-
scissa of Fig. 4 are the corners of the interface~see Fig. 1!. The
number for each curve in Fig. 4 denotes the timet3103. In the
present heat transfer process, the initial temperature of the entire
system isu in50.5. After the boundary conditionsu(0,h,t)51
and u(1,h,t)50 are imposed, the stainless steel in the region
0.89,j<1 and 0.11,h,0.89 is cooled with a stationary bound-
ary at j51. This leads to a gap formation onBC due to the
shrinkage of the stainless steel at very beginning of the heat trans-
fer process (t<0.003). In a later stage of the heat transfer process
(t.0.003), a thermal expansion arising from the heating surface
at j50 forces the aluminum block to move rightward. As a result,
the gap width onBC increases at first and decreases later as
observable from Fig. 4. The aluminum block was found to touch
the stainless steel eventually att50.009 in a region nears
50.65 ~or h50.5!. This situation seems to cause subsequent gap
formation on the other interfacesAB andCD.

To investigate the thermoelastic phenomena at this particular
time t50.009, the resulting normal stresssxx and temperatureu
for t50.009 are plotted in Fig. 5~a! and 5~b!, respectively. The
number labeled on each iso-stress curve in Fig. 5~a! stands for the
value of

l5~sxx /Eref!3104. (27)

The gray region denotes the area wheresxx is essentially zero
(ulu<0.005). Figure 5~a!indicates that the stainless steel in the
region 0<h<0.11 is compressed in 0<j,0.6, while tensed in
0.6<j,1. Similar situation exists in the region 0.89<h<1. This
can be attributed to heating and cooling~expansion and shrinkage!
of the stainless steel as shown in Fig. 5~b!. Due to gap formation,
the normal stresssxx vanishes on the interfaceBC except for a
region nearh50.5 where the expanded aluminum block touches
the stainless steel~see Figs. 4 and 5~a!!. Note also that it takes
time to transport energy across an interface after contact of two
separate surfaces. This might account for the fact that the tem-
perature jump~from u50.15 tou50.45!on the interfaceBC still
prevails att50.009 even in the contact region nearh50.5 ~see
Fig. 5~b!!.

In the present study, the initial temperature of the entire system
is u50.5. As time elapses, isotherms withu.0.5 move rightward
from the boundaryj50 while that with u,0.5 move leftward
from j51. Figure 6 presents the isotherms att50.005, 0.020,
0.022, and 0.030. As depicted in Fig. 4, gap forms on the interface
BC at very beginning of the heat transfer process. Consequently,
there is a temperature jump fromu50.30 tou50.45 across the
interfaceBC at the timet50.005. It is interesting to see from Fig.
6 that the isothermu50.45 enters the aluminum block at a region
near (j,h)5(0.89,0.5) after the aluminum touches the stainless
steel. Note also that the gap reaches the maximum value 10mm
near cornerC at t50.050 as observable from Fig. 4, while the
average temperature inside the gap is aboutT̄530°C. This
suggests that the thermal radiation is far smaller than the
heat conduction, i.e., 4s(T̄1273)356.31 versus kg /d
52790 W m22 K21.

Figure 7 shows the temperatureu, the normal stresssxx , the
displacement (u,v), and the gapd of the system in steady state.
Again, the parameterl is defined by Eq.~27!. For convenience,
both displacement and gap have been amplified by a factor of 250.
It is noted that the thermal conductivity ratio of aluminum and
stainless steel is as large as 12. Hence, the steady state tempera-
ture gradient inside the stainless steel should be larger than that
inside the aluminum. Such a characteristic is clearly reflected in
the present results. Due to the particular boundary condition of
zero displacement~7!, the maximum displacement occurs in a
region near the center of the system. In this connection, the rect-
angular protrusion of the stainless steel is seen to move rightward.
Gaps thus appear on the interfacesAB and CD as observable
from Figs. 4 and 7~d!. The corresponding von Mises stress,

svon5Asxx
2 1syy

2 13sxy
2 2sxxsyy (28a)

lvon5~svon/Eref!3104. (28b)

a good barometer for failure theory of isotropic ductile material, is
provided in Fig. 8. From Fig. 8, large von Mises stresses~svon
50.0012Eref5249.5 MPa!are seen to exist in the stainless steel
at the cornersB, C, D. This implies a high possibility of material
failure at these spots. The result reveals also a stress discontinuity
jumping fromlvon50.2 tolvon52 across the interfaceCD due to
gap formation. Similar situation exists inAB, BC, andDE.

Conclusion
Gap formation and interfacial heat transfer between two ther-

moelastic bodies in imperfect contact have been studied in this
paper. The coupling problem of transient heat conduction and
displacement due to thermal deformation is solved with an inte-
gration scheme. Gap or contact pressure on the interface of the
solid bodies is computed from the resulting displacement. The
interfacial thermal resistance is then estimated from the numerical
results of gap and contact pressure. Effect of thermal rectification
is also taken into account. For the particular physical system un-
der study, gap is found to form on the interface of two thermoelas-
tic bodies near the cooling side. A temperature jump thus exists
across the interface, while the stress normal to the interface van-
ishes. These findings consist with physical reasoning.

Accuracy of the integration scheme has been demonstrated in
previous studies. Due to its simplicity and great accuracy as com-
pared to finite element methods, the integration scheme is be-
lieved to be an efficient method for heat transfer in contact prob-
lems. It would provide accurate gap distribution or contact
pressure results as long as the interfacial heat transfer coefficient
can be efficiently determined. This requires simple and reliable
models for thermal contact resistance corresponding to the com-
puted gap or contact pressure. More experimental studies are
needed especially for various combinations of surface roughness
on both sides. In this connection, Smolukhovskii effect and ther-
mal hysteresis could be considerable under some particular cir-
cumstances. As a final note, it is mentioned that the present nu-
merical method applies to three-dimensional problems as well.

Fig. 8 Result of von Mises stress in steady state
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However, further improvement of this method is required for
problems with curvilinear interface. This would be possible
through a coordinate transformation.
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Nomenclature

cp 5 specific heat@J kg21 K21#
E, E* 5 elastic modulus@M Pa#, E* 5E/Eref

I 5 dilation, ]u/]j1]v/]h
k 5 thermal conductivity@W m21 K21#
L 5 length @m#

~n, s! 5 normal and tangent coordinates along the interface
Rg 5 thermal resistance through interstitial gaseous me-

dium, Eq.~11!
Rd 5 gaseous thermal resistance due to gap formation,

d/kg
Rinf , Rinf 5 interfacial resistance@m2 K W21#,

Rinf5Rinf(kref /L)
Rm 5 thermal contact resistance in vacuum,@m2 K W21#

T 5 temperature@°C#
t 5 time @s#

(U,V) 5 displacement@m#
(u,v) 5 dimensionless displacement, (U/L,V/L)
~x, y! 5 coordinates@m#

Greek Letters

a, a* 5 thermal expansion@K21#, a* 5a(T12T2)
b 5 diffusivity ratio, (k/rcp)/(LAE/r)
g 5 rcp /(rcp)ref
d 5 gap @m#

Dt 5 time step
« 5 surface roughness@m#, see Fig. 2~a!
u 5 dimensionless temperature, (T2T2)/(T12T2)
k 5 thermal conductivity,k/kref
l 5 (s/Eref)3104

n 5 Poisson ratio
~j,h! 5 dimensionless coordinates, (x/L,y/L)

r 5 density@kg m23#
s 5 stress@MPa#
t 5 dimensionless time, (k/rcp)ref(t/L

2)
f 5 defined in Eq.~5!
c 5 defined in Eq.~5!
v 5 angular displacement,]v/]j2]u/]h

Subscripts

0 5 time leveltO5t2Dt
a 5 aluminum
g 5 gaseous

in 5 initial
inf 5 interfacial
ref 5 reference

s 5 stainless steel
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Effect of Constant Heat Flux
Boundary Condition on Wall
Temperature Fluctuations
An experimental study of the wall temperature fluctuations under different thermal-wall
boundary conditions was carried out. Statistics obtained from the experiments are com-
pared with existing experimental and numerical data. The wall temperature fields are also
examined in terms of the coherent thermal structures. In addition the effect of the thermal
entrance region on the wall temperature distribution is also studied. For water flow in a
flume and in a rectangular channel, the mean spacing of the thermal streaks does not
depend on the thermal entrance length and on the type of thermal-wall boundary condi-
tions. The wall temperature fluctuations depend strongly on the type of wall thermal
boundary conditions. Overall, the picture that emerges from this investigation confirms
the hypothesis that moderate-Prandtl-number heat transfer at a solid wall is governed by
the large-scale coherent flow structures.@DOI: 10.1115/1.1345886#

Keywords: Boundary Layer, Channel Flow, Forced Convection, Heat Transfer, Tem-
perature, Turbulence

1 Introduction
Heat transfer from solid walls to flowing fluids is a topic of

extreme scientific interest as well as of immense practical impor-
tance. Experimental methods aimed at enhancing it may be costly
and time-consuming, hence Direct Numerical Simulation~DNS!
of fluid mechanics and heat transfer can be very attractive. DNS
can be regarded as a numerical experiment, which may replace its
laboratory counterpart, but its numerical and physical accuracy
must first be confirmed.

DNS studies of turbulent heat transfer in channel flow were
carried out by Kim and Moin@1#, Lyons and Hanratty@2#, Kasagi
et al. @3#, and Lu and Hetsroni@4#. Current DNS calculations as-
sume that the wall-temperature fluctuations are zero, and thus can-
not account for the existence of a thermal pattern on the solid
wall. Such a pattern, often referred to as thermal streaks, was
observed and studied in experiments carried out by Iritani et al.
@5#, Hetsroni and Rozenblit@6#, and Hetsroni et al.@7#. These
studies showed that the fluctuations are not zero under constant
wall heat-flux boundary conditions and that the unsteady heat con-
duction inside the wall, associated with the turbulent flow, should
be allowed for.

Heat transfer calculations, assuming both zero and nonzero
fluctuations of the wall temperature, were performed by Kasagi
et al. @8# and by Sommer et al.@9#. It was demonstrated that the
fluctuations are strongly influenced by the thermal properties and
thickness of the wall. Two types of wall boundary conditions were
investigated:~1! constant wall heat flux axially, and constant tem-
perature peripherally, and~2! constant wall heat flux both axially
and peripherally. In practical applications and in experimental
studies, however, these ideal conditions are not likely to occur and
the calculations should be verified experimentally.

The object of the present study is, accordingly, experimental
investigation of the thermal pattern on the heated wall. Two cases
of axially constant heat flux at the wall are studied; whereby the
thermal wall boundary condition along the periphery is close to
isothermal and to isoflux, respectively.

The first case is realized if the heating element is made of, say,
a thick copper plate, the second one—when it is made of, say,

very thin electrical conductive material with low thermal conduc-
tivity. It should be noted that in neither case was it possible to
realize ideal thermal wall boundary conditions. We will refer to
the case of constant heat flux axially and quasi-isothermal periph-
erally as H1, and to that of constant heat flux axially and quasi-
isoflux peripherally as H2.

Experimental Facilities
The experiments were performed in two recirculation test rigs:

in a flume and in a rectangular channel. The two-dimensional
flume or channel flow offers several advantages for studies of
near-wall coherent structures, as flow visualization is then rela-
tively easy. It was shown by Donohue et al.@10# that the flow is
fully developed when the channel is over 100 channel depths
long. The turbulent structure of Newtonian two-dimensional flume
or, channel flows has been thoroughly studied. The principal dis-
advantages compared with pipe-flow facilities are that long high
aspect-ratio channels are more difficult to build and the Reynolds
number range with a given pump is narrower. As a result, experi-
ments in the present study were conducted up to Re520,000.

The flume flow system is the one described by Hetsroni and
Rozenblit@6# and only the main hydraulic parameters are covered
here. It comprised of a stainless steel open flume 4.3 m long, 0.32
m wide, 0.1 m deep, and water at constant inlet temperature was
recirculated in it. The flow depth was 0.037 m; fully developed
flow was established in the region beyond 2.5 m downstream from
the flume inlet, as was confirmed through the water velocity pro-
file and the distribution of the root-mean-square values of the
streamwise velocity fluctuations measured at the center line of the
flume, i.e., atz50 ~z is the spanwise direction,x the streamwise
direction, andy normal to the bottom!. The heated test section was
located at a distance of 2.5 m from the inlet.

For the H1 conditions we used a section made of a copper plate
0.30 m long, 0.15 m wide, and 0.02 m thick. The temperature
distribution over the heated surface was measured from the outer
side by 18 thermocouples, and from the liquid side by a Liquid
Crystal Sheet~LCS!. In the present study, Teflon coated T-type
thermocouples~diameter 0.3 mm!were used. Thermocouples
were peened into small holes drilled in the test section. The local
outer-wall temperature was obtained from the temperature from
the temperatures measured by thermocouples using equation for a
plane wall. Since the temperature drop through the wall was
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small, the thermal conductivity of the wall was assumed indepen-
dent of the normal direction and was evaluated at the local mea-
sured temperature. The operational procedure for the water tests
without heating showed that the wall temperatures always agreed
with 60.1 K. Heating was effected by means of cartridge electri-
cal elements. The details of the test section are shown in Fig. 1.

The channel flow system is shown in Fig. 2. The 7.2 m long,
0.2 m wide, and 0.02 m deep rectangular channel comprised,
twelve Plexiglas sections 0.6 m each carefully joined to ensure a
hydraulic smooth surface throughout. Water from a tank with a
heat exchanger was delivered by a pump, passed through a control
valve, flow meter and flow straightener to a development section,
provided for hydrodynamical and thermal development of the
boundary layer. The temperature measurements were carried out
in the test section. The heating strips 0.630.2 m each were in-
stalled at the top inside the channel from the front end of the
development section to a distance of 0.6 m beyond the test sec-
tion. These strips were made of 0.05 mm thick stainless steel and
arranged so that the boundary layer could be heated along differ-
ent distances from the inlet to the test section. The latter was

provided with two 0.230.16 m windows to which the strips were
bonded with contact adhesive and coated on the air side with
black mat paint about 0.02 mm thick.

For the H2 condition DC current up to 300A was applied to the
heating strips, and measurements were taken at different lengths
of the heated stretch. The test section is shown in Fig. 3.

Measurement Techniques
For measuring the temperature field from the water side under

the conditions H1, light from a halogen lamp was directed onto
the liquid crystal layer. Depending on the temperature the liquid
crystal displays different colors. Before experimental runs the
color was calibrated versus the temperature, with the same illumi-
nation as for the experimental runs. The color play was recorded
by a 3CCD video camera and analyzed by means of a specially
devised software package. The 35C1W liquid crystal sheet used in
the present yields the color play at the 35–36 C level with a
minimum detectable temperature difference of 0.1 K.

For the H2 conditions a Thermal Imaging Radiometer was used
with a typical horizontal and vertical resolution of 256 pixels per
line. Since the heating strip was very thin~0.05 mm!, the tempera-
ture difference between its surfaces did not exceed 0.1 K, Hetsroni
and Rozenblit@6#. A computer program made it possible to store
the information and to compute the statistics of the thermal field.

The response times were 0.4 s, 0.05 s, and 0.04 s for the mea-
surements by thermocouples, liquid crystal sheet and infrared ra-
diometer, respectively. The different system~liquid crystal sheet
and infrared radiometer! used for the measurements of surface
temperature fluctuations had about the same frequency response.

The water temperature was measured by a precision mercury
thermometer with accuracy 0.1 K, the pressure drop was mea-
sured by a Motorola pressure transducer with accuracy61.5 per-
cent, the mean flow velocity was measured with accuracy61
percent, the electric power was determined with accuracy60.5
percent.

Data Reduction and Experimental Conditions
The local heat transfer coefficientax is defined as

ax5
q

twx2t f x
, (1)

whereq is the heat flux,twx the local inner wall temperature,t f x
the mean fluid temperature at the longitudinal position. The cal-
culated Reynolds number is Re5UH/v and Re5UDh /v for the
flume and the channel, respectively,U being the bulk velocity at a
cross section of the flume or channel,H the flow depth in the
flume,Dh the channel hydraulic diameter,n the kinematic viscos-
ity. The dimensionless thermal entrance length was calculated as

Fig. 1 Test section made of thick copper plate. „H1 thermal
wall boundary condition. … †1-liquid crystal sheet,
2-thermocouple, 3-electrical heater, 4-copper plate,
5-insulation, 6-pertinax frame, 7-bottom of flume ‡.

Fig. 2 Loop of rectangular channel †1-tank, 2-pump, 3-control
valve, 4-flow meter, 5-straightener, 6-development section,
7-test section, 8-IR camera, 9-outlet section, 10-heat ex-
changer‡

Fig. 3 Test section made of thin stainless steel strip. „H2 ther-
mal wall boundary condition. … †1-top of channel, 2-stainless
steel strip, 3-window, 4-bottom of channel, 5-IR camera ‡.
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x̄5x/H or x̄5x/Dh for the flume and the channel, respectively.
The fluid properties were evaluated at the average of the mean
fluid and wall temperature.

In experiments, when the dimensionless thermal entrance
length did not exceedx̄55 the bulk fluid local temperature was
assumed independent of axial position,x, since only a small
length of the test section was heated. Atx̄.10 it is assumed that
bulk fluid temperature increases linearly along the test section.
The test measurements indicated that in this case the wall tem-
perature also increased linearly in the streamwise direction.

Throughout this study the distances are also normalized using
the ‘‘inner variables’’,v/u* , whereu* is the shear velocityu*
5(tw /r)0.5, t the shear stress,r density. The method for the
evolution of the shear velocity in the flume involved fitting the
velocity profile, in the logarithmic portion of the profile, to the
‘‘universal’’ velocity profile. For channel flow shear velocities
were calculated from the pressure drop measurements. The root
mean square of the wall temperature varianceu15(u2)0.5 is nor-
malized by the friction temperatureu* 5q/rcpu* , ~wherecp is
specific heat at constant pressure!, so that the dimensionless tem-
perature fluctuation is(u2)0.5/u* , whereu is the fluctuating wall
temperature. The heat transfer interaction between the fluid and a
solid may be characterized by the thermal activity ratio
K5 b(rcpk) f /(rcpk)wc0.5, the dimensionless wall thicknessd11

5d1
•(af /aw)0.5 Kasagi et al.@8#, and the Prandtl numbers Prf

and Prw . Here,k is the thermal conductivity,d15(du* )/v, d the
wall thickness, a the thermal diffusity, the subscripts ‘‘f ’’ and
‘‘w’’ denote properties at the fluid and wall temperature, respec-
tively. The experimental conditions are listed in Table 1.

Test Procedure

Heat Losses. The axial heat conduction for the heated test
sections was calculated from the wall temperature distribution in
the streamwise direction. The heat transfer in the axial direction
was less than 0.5 percent of that in the wall normal direction for
the thin stainless steel heater, and less than 1 percent for the thick
copper heater. The heat balance for the variation of the outside
ambient temperature was also verified by direct measurements.
The total heat losses were about 1 percent for the stainless steel
heater and 2–3 percent for the copper heater, depending on the
heat flux.

Experiments in the Flume.It was shown earlier by Hetsroni
et al. @11#, that the distribution of the dimensionless streamwise
velocity versus the dimensionless wall-normal distance in the
flume is in good agreement with the measurements presented by
Antonia et al.@12#, and the distribution of the turbulence intensity
agrees well with the data by Nishino and Kasagi@13#. The experi-
mentally obtained heat-transfer coefficients are in accord with the
predictions of Kays@14#. In the present study we determined the

temperature distribution on the heated surface from the water side
with an LCS and from the solid side with thermocouples. In both
cases the standard deviation of the local wall temperature from the
space and time averaged surface temperature did not exceed 0.2 K
in the heat flux rangeq510– 12 kW/m2. The thickness and high
thermal conductivity of the copper plate used in the present study
allow to assume that the wall temperature is nearly constant. For
experiments without liquid crystal sheet, at Re55200 and q
5104 W/m2 the mean wall temperature was 28.7 °C, the mean
water temperature was 20.0 °C. In this case the maximum increase
of the wall temperature in the streamwise direction does not ex-
ceed 0.3 K and the estimated conduction heat rate in the axial
direction was about 1.2 W, while heat rate in the wall normal
direction was 450 W.

It should be noted, in the present study the ‘‘isothermal bound-
ary condition ~H1!’’ means that the wall temperature does not
change in the streamwise direction. Expression ‘‘isoflux boundary
condition ~H2!’’ means that the wall temperature fluctuations are
not zero. It will be shown that the copper heating plate provides
very small wall temperature fluctuations. It was believed that the
H1 thermal wall boundary condition existed.

Experiments in the Channel.A number of verification runs
were undertaken prior to data logging. Figure 4 shows the Rey-
nolds number dependence of the wall-shear velocity normalized
by the bulk ~mass average!velocity. The data obtained in the
present study are in good agreement with the results reported by
Donohue@10#.

Figure 5 shows the dependence of the dimensionless local heat
transfer coefficientax /ao on the dimensionless distance,x̄, from
the start of heating at Re517000. Hereao is the experimental
asymptotic heat transfer coefficient. The data of Hartnett@15#
for water heat transfer at Re516,900 are also shown for compari-
son. The good agreement between these experimental results is
established.

The distinct feature of these experiments is that the rms of the
wall temperature fluctuations in the H2 case is about an order
higher than in the H1 case.

Fig. 4 Wall-shear velocities in channel water flow †d-present
study; s-data of Donohue †10‡‡

Fig. 5 Dependence of dimensionless local heat transfer coef-
ficient on dimensional thermal entry length †d-present study;
s-data by Hartnett †15‡‡

Table 1 Experimental conditions
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Results

Macro-Scale Thermal Structure. As pointed out, appear-
ance of the macro-scale thermal structures on the wall in a turbu-
lent flow was observed previously. These structures~so-called
thermal streaks!are oriented mainly in the streamwise direction,
moving slowly downstream and meandering about in the lateral
direction, with some twisting and merging with the neighboring
coherent flow structures. No experimental study seems, however,
to be available on their behavior with allowance for the unsteady
heat conduction in the solid wall and the thermal entrance region.

The temperature distribution on the heated wall can be consid-
ered as a trace of the flow structure there. The streak spacings
were obtained by infrared or liquid crystal sheet visualization
technique. The mean spanwise spacings were determined by ex-
amining the two-point correlations of the temperature fluctuations
in the spanwise direction as in the case of the low-speed streaks
@1#.

Thermal Streaks Spacing Under Isothermal (H1) Wall Bound-
ary Condition. The dimensionless spacing of the thermal streaks
l1 versus the dimensionless thermal entrance length is shown in
Fig. 6, wherel15lu* /v ~l being the average streak spacing at a
given value ofx̄!. One can conclude that the value ofl1 does not
change within the measurement uncertainty ofDl1565.

Thermal Streaks Spacing Under Isoflux (H2) Wall Boundary
Condition. Figures 7 and 8 show the behavior ofl1 in the ther-
mal entrance and developed regions, respectively. In the present
case two-point correlations indicatel1595 ~Fig. 7! and l1

597 ~Fig. 8!. From Figs. 6, 7, and 8 one can conclude that in both
H1 and H2 thermal wall boundary conditionsl1 is about 100.
This value is in close agreement with the results presented by
Iritani et al. @5# and Hetsroni et al.@7#. The well-known experi-
ments established that the mean streak spacing between near-wall
coherent flow structures is also about 100 wall units, a result
confirmed by the high-resolution DNS of Kim and Moin@1#. They
showed that at Prandtl number Pr50.71, the temperature in the
near-wall region is highly correlated with the streamwise velocity.
The present experiments were carried out at Prandtl number Pr
55.5–5.9 and in this case the spacing is also about 100 wall units.
This result is consistent with the experimental observation of Iri-
tani et al.@5#, who performed simultaneous visualizations of the
velocity and temperature fields in a turbulent boundary layer of
water flow, using hydrogen bubbles for the velocity field and a
surface-mounted liquid-crystal sheet, sensitive to the wall tem-

perature, for the scalar field. Kim and Moin@1# showed that al-
though the sublayer of the thermal boundary layer is a strong
function of the Prandtl number, it appears that thermal streaks in
the wall region are almost independent of the molecular Prandtl
number.

Wall Temperature Fluctuation
Figures 9 and 10 show the wall temperature variation in the

spanwise direction for H1 and H2 case respectively. One can see
that in the case of H2 the temperature fluctuations are higher. We
will discuss this issue below.

Fig. 6 Behavior of thermal streak spacing in streamwise direc-
tion. Thermal entrance region „H1 case….

Fig. 7 Thermal streaks in thermal entrance region. Channel
flow „H2 case….

Fig. 8 Thermal streaks in the developed region „H2 case…

Fig. 9 Wall temperature variation in the spanwise direction
„H1 case…

Fig. 10 Wall temperature variation in the spanwise direction
„H2 case…
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H1 Wall Temperature Boundary Condition.The plot of the
dimensionless wall temperature fluctuation on the heated wall,
u1, versus the dimensionless thermal entrance length,x̄, is given
in Fig. 11. As mentioned above, wall temperatures were deter-
mined both by liquid-crystal sheet and by thermocouples, with
good agreement between these two methods. Figure 11 shows that
the behavior of the wall temperature is independent of the thermal
entrance length.

Before closing this section, let us add a remark on the behavior
of u1 versus the thermal entrance length. Under fully developed
thermal and hydrodynamic conditions, temperature fluctuations
are a consequence of turbulent velocity fluctuations of the flow
and are closely correlated with its structure, depending on the
Prandtl number and the distance from the wall. However, due to
the thermal interaction of the flow with the wall, there also arise
temperature fluctuations. Therefore, the problem concerning the
temperature fluctuation of the liquid near the wall should be con-
sidered in a related manner. To-date, scant attention has been paid
to the effect of the thermal entrance length in this context. The
results of the present study indicate that the wall temperature fluc-
tuation in the thermal entrance region in the H1 case is similar to
isothermal wall. This conclusion agrees quite well with the experi-
mental results of Hishida and Nagano@16#, where the test section
was heated by saturated steam under atmospheric pressure,
thereby ensuring a uniform wall temperature. It was established
that in the inner part of the boundary layer the overall character-
istics of the temperature fluctuations and the correlations between
it and the flow velocity are almost identical throughout the ther-
mal entrance region.

H2 Wall Temperature Boundary Condition.The wall tem-
perature fluctuations for the thermal entrance region and for the
developed thermal boundary layer are shown in Figs. 12 and 13
respectively. Theu1 versusx̄ pattern in the first figure indicates
that wall temperature fluctuation lessens in the streamwise direc-
tion, while the second figure shows that in the developed thermal
boundary layer the wall temperature fluctuation is uniform, but at
a much higher level than in the H1 case. This means that the effect
of the thermal wall boundary conditions on the wall temperature
fluctuation is very strong. The present experimental results have

been compared with the numerical calculations of Kasagi et al.
@8#, showing reasonable agreement with numerical calculation.

Unlike with the H1 case, no experimental study seems to be
available on wall temperature fluctuations in the H2 case. In the
experiments of Subramanian and Antonia@17# an electrically
heated stainless-steel foil served as the wall surface in the turbu-
lent boundary layer. As was shown by Kasagi et al.@8# in air flow
~in particular, under the conditions of the above experiments! the
wall temperature fluctuation should be negligibly small, so that
the wall can be regarded as ideally isothermal. The experiments of
Slanciauskas et al.@18# were made in a two-dimensional water
channel flow with 0.8 mm thick stainless steel foil attached to a 5
mm thick Plexiglas board and heated directly by an electric cur-
rent. Here again the heated surface cannot be regarded as an ideal
isoflux wall, since the heat transfer took place through a thick
board by thermal conduction. At the same time, the H2 case of
thermal wall boundary condition is very important in validating
new methods of numerical calculation of a passive scalar distri-
bution in a turbulent velocity field. For every location ofx̄, the
intensity of the velocity fluctuation decreases as the wall is ap-
proached, so that in the H2 case the temperature field becomes
less correlated with its velocity counterpart in the immediate vi-
cinity of the wall.

In the present study we did not observe any difference between
the heat transfer coefficients obtained in the H1 and H2 thermal
wall boundary conditions. In other words, the H2 condition tend
to increaseu1 only, while the normal turbulent heat flux is essen-
tially independent of the wall temperature fluctuation. This was
also verified by the calculations of Sommer et al.@9#. The influ-
ence of the isothermal and isoflux temperature boundary condition
is important for the analytical approximation and heat transfer
calculations. These two types set the limits for the conjugate heat
transfer calculations. Effect of the thermal boundary condition is
very important in the near-wall region, i.e., at high Prandtl num-
bers. As was pointed out by Kasagi et al.@8#, the thermal activity
ratios for air flow is very small for all practical wall materials. On
the other hand, thermal activity ratios for water flow are large
enough, and in the combination with the varying wall thickness
and heat conductivity almost isothermal and isoflux wall tempera-
ture conditions can be achieved in experiments and in engineering
devices. Value of wall temperature fluctuations is the crucial pa-
rameters for the resolution requirements for DNS at high Prandtl
numbers.

Conclusions

• The spacing of the thermal streaks on the wall is independent
of the thermal entrance length.

• The wall temperature fluctuations at a constant wall heat flux
axially and a constant temperature peripherally~H1! is also inde-
pendent of the thermal entrance length.

• The wall temperature fluctuations at a constant wall heat flux
axially and peripherally~H2! lessens in the streamwise direction
in the thermal entrance region.

Fig. 11 Dependence of wall temperature fluctuation on ther-
mal entrance length „H1 case…

Fig. 12 Dependence of wall temperature fluctuation on ther-
mal entrance length „H2 case…

Fig. 13 Wall temperature fluctuation in developed thermal
boundary layer
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• The wall temperature fluctuation depends strongly on the
type of wall temperature boundary condition: its rms under the H2
wall boundary conditions is about an order of magnitude higher
than that under the H1.

• For heat transfer from the solid wall in water flow almost
isothermal or isoflux boundary condition can be achieved, de-
pending on wall thickness and its thermal conductivity. At high
values of heat flux for the wall temperature oscillations may be, in
fact, more damaging, than high absolute wall temperatures.
Knowledge of the value of wall temperature fluctuations is very
important for designing and operation of engineering devices.
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Nomenclature

a 5 thermal diffusivity
cp 5 specific heat of the fluid at constant

pressure
Dh 5 channel hydraulic diameter
H 5 flow depth
K 5 thermal activity ratio
k 5 thermal conductivity

Pr 5 Prandtl number
q 5 heat flux

Re 5 Reynolds number
T 5 temperature

t f x 5 mean fluid temperature at the longitu-
dinal position

twx 5 local inner wall temperature
U 5 bulk velocity

u* 5(tw /r)0.5 5 friction velocity
x 5 streamwise distance
y 5 distance from the wall
z 5 spanwise distance

x̄5x/H, x/Dh 5 dimensionless thermal entrance length
ax 5 local heat transfer coefficient
d 5 wall thickness

d15du* /v 5 dimensionless wall thickness normal-
ized by the boundary layer parameters,
u* andv

d115d1(af /aw)0.5 5 dimensionless wall thickness normal-
ized by ratio of thermal diffusities

l 5 thermal streaks spacing
l15lu* /v 5 dimensionless thermal streaks spacing

r 5 density
n 5 kinematic viscosity

u 5 wall temperature fluctuations
u* 5q/rcpu* 5 friction temperature

u15(u2)0.5/u* 5 dimensional RMS of the wall tempera-
ture fluctuations

tw 5 shear stress

Subscripts

w 5 wall
f 5 fluid
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A Numerical Study of Flow and
Heat Transfer in a Smooth and
Ribbed U-Duct With and Without
Rotation
Computations were performed to study the three-dimensional flow and heat transfer in a
U-shaped duct of square cross section under rotating and non-rotating conditions. The
parameters investigated were two rotation numbers (0, 0.24) and smooth versus ribbed
walls at a Reynolds number of 25,000, a density ratio of 0.13, and an inlet Mach number
of 0.05. Results are presented for streamlines, velocity vector fields, and contours of Mach
number, pressure, temperature, and Nusselt numbers. These results show how fluid flow in
a U-duct evolves from a unidirectional one to one with convoluted secondary flows be-
cause of Coriolis force, centrifugal buoyancy, staggered inclined ribs, and a 180 deg
bend. These results also show how the nature of the fluid flow affects surface heat trans-
fer. The computations are based on the ensemble-averaged conservation equations of
mass, momentum (compressible Navier-Stokes), and energy closed by the low Reynolds
number SST turbulence model. Solutions were generated by a cell-centered finite-volume
method that uses second-order flux-difference splitting and a diagonalized alternating-
direction implicit scheme with local time stepping and V-cycle multigrid.
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Keywords: Computational; Forced Convection; Heat Transfer; Mixed Convection; Tur-
bines

1 Introduction
To improve thermal efficiency, gas-turbine stages are being de-

signed to operate at increasingly higher inlet temperatures. This
increase is enabled by advances in two areas, cooling technology
and materials. With cooling, inlet temperatures can far exceed
allowable material temperatures.

A widely used method for cooling vanes and blades is to bleed
lower-temperature air from the compressor and circulate it within
and around each airfoil. This air, referred to as the coolant, gen-
erally enters each airfoil from its root and exits from its tip and/or
trailing edge. It also could exit from strategically placed holes for
film cooling. While inside each airfoil, the coolant typically flows
through a series of straight ducts connected by 180 deg bends with
the walls roughened with ribs or pin fins to enhance heat transfer.
For efficiency, effective cooling must be accomplished with mini-
mal cooling flow and pressure loss. This need for efficiency is
even more urgent for gas turbines with low NOx combustors,
which compete for the same cooling air.

The importance of efficient and effective cooling has led many
investigators to study the flow and heat transfer in internal coolant
passages and to develop and evaluate design concepts. Most ex-
perimental studies on internal coolant passages have focused on
non-rotating ducts, which are relevant to vanes. See, for example,
Han et al.@1#, Chyu et al.@2#, Liou et al.@3#, Iacovides et al.@4#,
and the references cited there. Experimental studies on rotating
ducts, which are relevant to blades, have been less numerous.
Wagner et al.@5,6#, Morris and Salemi@7#, Han et al.@8#, and
Cheah et al.@9# investigated rotating ducts with smooth walls.
Taslim et al.@10#, Wagner et al.@11#, Zhang et al.@12#, Johnson
et al. @13#, Zhang et al.@14#, Tse@15#, and Kuo and Hwang@16#
reported studies on rotating ducts with ribbed walls.

Most of the earlier computational studies on internal coolant
passages have been two-dimensional. In recent years, a number of
three-dimensional studies have been reported. Three-dimensional
studies are needed if there are ribs, 180 deg bends, and/or rotation.
Besserman and Tanrikut@17#, Wang and Chyu@18#, and Rigby
et al. @19# studied non-rotating smooth ducts with 180 deg bends.
Iacovides et al.@20,21#, Medwell et al.@22#, Tekriwal@23#, Dutta
et al. @24#, Tolpaldi@25#, Stephens et al.@26#, Hwang et al.@27#,
Stephens and Shih@28#, and Chen et al.@29# studied rotating
smooth ducts. Prakash and Zerkle@30,31#, Abuaf and Kercher
@32#, Stephens et al.@33#, Rigby et al.@34#, Rigby@35#, and Bohn
et al. @36# studied ducts with normal ribs.

Very few investigators performed computational studies on
ducts with inclined ribs, which are used in advanced designs.
Stephens et al.@37,38#studied inclined ribs in a straight duct un-
der non-rotating conditions. Bonhoff et al.@39# studied inclined
ribs in a non-rotating U-duct~i.e., a duct with two straight sections
and a 180 deg bend!. More recently, Stephens and Shih@40#,
Bonhoff et al.@41#, and Shih et al.@42,43#studied inclined ribs in
U-ducts under rotating conditions. In the study by Bonhoff et al.
@39,41#, a Reynolds stress equations model~RSM! with wall func-
tions was used. In the studies by Stephens et al.@38#, Stephens
and Shih@40#, and Shih et al.@42,43#, a low-Reynolds-number
SST turbulence model was used~i.e., integration is to the wall so
that wall functions are not needed!.

When computing U-ducts with ribs, it is important for the ge-
ometry of the ribs to be captured correctly. This is because they
exert considerable influence on the flow and heat transfer. When
wall functions are used, the rib geometry is compromised. This is
because boundary conditions are applied at one grid point or cell
away from the boundary, and the location of that grid point or cell
boundary is typically at ay1 of 30 to 200. Also, existing wall
functions cannot account for flow physics occurring in the low-
Reynolds-number region next to ribs such as density variations
from temperature gradients, strong pressure gradients, impinge-
ment flows, and flow separation.

1Currently Project Engineer, Pratt & Whitney, Middletown, Connecticut.
Contributed by the Heat Transfer Division for publication in the JOURNAL OF

HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 28,
1999; revision received September 25, 2000. Associate Editor: J. Han.

Copyright © 2001 by ASMEJournal of Heat Transfer APRIL 2001, Vol. 123 Õ 219

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The objective of this study is to use a low-Reynolds number
two-equation turbulence model that can account for the near-wall
effects to investigate the flow and heat transfer in a rotating and a
non-rotating U-duct with smooth and ribbed walls. Wall functions
will not be used. The focus is to examine the nature of the flow
induced by inclined ribs, a 180 deg bend, and rotation and how
that flow affects surface heat transfer, especially in the region
around the bend. The bend region is of interest because it is gen-
erally smooth though there are ribs upstream and downstream of
it. Also, the turning of the bend is typically very tight~i.e., the
radius of curvature for the convex wall is much less than the duct
hydraulic diameter! so that there is a large separated region, which
further complicates the flow.

Description of Problem
A schematic diagram of the U-duct investigated is shown in

Figs. 1 and 2. It has a square cross section and is made up of two
straight ducts and a 180 deg bend. The geometry of the straight
ducts is the same as that reported by Wagner et al.@5,6#. The
geometry of the bend is somewhat different, and is taken from the
current experimental setup at United Technologies Research Cen-
ter ~Wagner and Steuber@44#!. The dimensions of this U-duct are
as follows ~see Fig. 1!: the duct hydraulic diameter isDh
51.27 cm~0.5 in!. The radial position relative to the axis of ro-
tation is Rr /Dh541.85 andRt /Dh556.15. The length of the
straight ducts isL/Dh514.3. The inner and outer radii of the 180
deg bend areRi /Dh50.22 andRo /Dh51.44.

Two variations of the U-duct were investigated, one with
smooth walls and another with ribs. When ribbed, there are ten
ribs in each straight duct, five on the leading wall and five on the
trailing wall, all with the same pitch. The ribs on those two walls
are staggered relative to each other with the ribs on the leading
wall offset from those on the trailing wall by a half pitch~p!. The
ribs are located just upstream or downstream of the 180 deg bend.
All ribs are inclined with respect to the flow at an angle~a! of 45
deg. The cross section of the rounded ribs~Fig. 2! is made up of
three circular arcs of radiusR, whereR equals 0.0635 cm~0.025
in! so that the rib height~e! is 0.127 cm~0.05 in! and the rib-

height to hydraulic-diameter (e/Dh) is 0.1. The pitch-to-height
ratio (p/e) is five ~same as the UTRC experiments!.

All four walls of the U-duct including rib surfaces are main-
tained at a constant temperature ofTw5344.83 K. At the duct
inlet, the coolant air has a uniform temperature ofTi5300 K at
the inlet, which gives an inlet coolant-to-wall temperature ratio of
0.87 and an inlet density ratio ofDr/r50.13. Unlike the tempera-
ture profile, the velocity profile at the inlet should not be uniform
because of the extensive flow passages upstream of it. Since fully
developed velocity profiles do not exist for compressible flows,
the velocity profile used is the one at the exit of a non-rotating
straight duct of length 150Dh with adiabatic walls and the same
cross section and flow conditions as the U-duct studied here. The
Reynolds and rotation numbers at the duct inlet are Re525,000
and Ro50.24, respectively. To completely define this problem,
either the inlet pressure or the inlet Mach number must be speci-
fied. Here, the inlet Mach number is specified atMi50.05, which
gives rise to a rotational speed of 3132 rpm for Ro50.24. A
summary of the cases studied is given in Table 1.

Problem Formulation
The flow and heat transfer in the U-duct are modeled by the

ensemble-averaged conservation equations of mass~continuity!,
momentum~compressible Navier-Stokes!, and total energy for a
thermally and calorically perfect gas with Sutherland’s model for
thermal conductivity. These equations are written in a coordinate
system that rotates with the duct so that steady-state solutions withFig. 1 Schematic of problem studied

Fig. 2 Schematic of rib geometry

Table 1 Summary of cases studied *
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respect to the duct can be computed~Steinthorsson et al.@45#! and
Prakash and Zerkle@31#!. The continuity equation is
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]ru
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1

]rv
]y

1
]rw

]z
50, (1)

whereu, v, andw are thex, y, andz-components of the velocity
relative to the duct. The momentum equations are
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The first and second terms on the right-hand-side of Eq.~2c!
represent the centripetal and the Coriolis force, respectively. In
Eq. ~2c!, the rotation is about thez-axis~see Fig. 1!. The energy
equation is given by
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whereê is mechanical plus thermal energy per unit volume;qi is
Fourier conduction in theith direction; t i j is the effective stress;
and

fe5fxu1fyv1fzw. (3b)

The ensemble-averaged conservation equations given by Eqs.
~1! to ~3! were closed by the SST turbulence model~Menter@46#
and Menter and Rumsey@47#!, which can account for near wall
low-Reynolds number effects. The SST model was selected be-
cause it eliminates dependence on freestreamk and has a limiter
to control overshoot ink with adverse pressure gradients so that
separation is predicted more accurately.

The k and v transport equations in the SST model are as fol-
lows:
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The first term on the right-hand side~RHS! of the above two
equations represent production. The second term on the RHS of
Eq. ~4a! and the second and third terms in Eq.~4b! represent
dissipation. The remaining terms on the RHS represent diffusion.
The convective transport terms are all on the left-hand side. In
Eqs. ~4a! and ~4b!, the turbulent viscosity, production terms,f,
andF are given by
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whereW is vorticity, andj is the normal distance from the solid
wall. The constants in Eqs.~4a! to ~4e! are calculated by the
following weighted formula:

f5Ff11~12F !f2 . (4n)

In the above equation,f is a constant such assk , sv , bk , andg
that is being sought by a weighted average betweenf1 andf2 .
The f1 andf2 terms corresponding to constant such assk , sv ,
bk , g1 , andg2 are as follows:
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g25
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Other constants, which do not involve weighted averaging, are
u50.41,bv5Cm50.09, anda150.31.

Note that by using a low-Reynolds number turbulence model,
integration of the conservation equations as well as the turbulence
model is made all the way to the wall. Thus, the boundary condi-
tions ~BCs! used on all walls are zero velocity, constant wall
temperature~344.83 K!and zero turbulent kinetic energy. The BC
for v on the wall isv equals to 60v/(b Dy2) as proposed by
Wilcox @48# for hydraulically smooth surfaces. In that BC,b
equals to 3/40, andDy is the normal distance of the first grid point
from the wall. The first grid point from the wall must be within a
y1 of unity.

Other BCs needed are as follows. At the duct entrance, a de-
veloped profile is specified for velocity, but the temperature pro-
file is taken to be uniform~see previous section for details!. Tur-
bulence quantities~k and v! are specified in a manner that is
consistent with the velocity profile~average turbulent intensity
was 5 percent!. Only pressure is extrapolated. At the duct exit, an
average back pressure is imposed but the pressure gradients in the
two spanwise directions are extrapolated. This is because second-
ary flows induced by inclined ribs, the bend, and centripetal/
Coriolis forces cause pressure variations in the spanwise direc-
tions. Density and velocity are extrapolated.

Though only solutions steady with respect to the duct are of
interest, initial conditions were needed because the unsteady form
of the conservation equations was used. The initial conditions
used are the solutions of the steady, one-dimensional, inviscid
equations, namely,

]ru

]x
50,

]ru2
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52
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]x
1rV2x,

]ruh

]x
5ruV2x. (5)

Numerical Method of Solution
Solutions to the governing equations just described were ob-

tained by using a research code, called CFL3D~Thomas et al.
@49# and Rumsey and Vatsa@50#!. In this study, the CFL3D code
~Version 4.1!was modified so that it can account for steady-state
solutions in a rotating frame of reference by adding source terms
that represent centripetal and Coriolis forces in the momentum
and energy equations~see Eqs.~2! and~3!!. The modified CFL3D
code has been validated for flow in a non-rotating duct with
square and rounded ribs~Stephens et al.@26,33#! and flow in a
rotating duct with smooth walls~Stephens et al.@38# and Stephens
and Shih@28#!.

This code is based on a cell-centered finite-volume method. All
inviscid terms are approximated by the second-order accurate
flux-difference splitting of Roe@51#. All diffusion terms are ap-
proximated conservatively by differencing derivatives at cell
faces. Since only steady-state solutions are of interest, time de-
rivatives are approximated by the Euler implicit formula. The sys-
tem of nonlinear equations that results from the aforementioned
approximations to the space and time-derivatives are analyzed by
using a diagonalized alternating-direction scheme~Pulliam and
Chaussee@52#! with local time-stepping and three-level V-cycle
multigrid ~Anderson et al.@53#!.

The domains of the smooth and ribbed ducts are replaced by
H-H structured grids~Fig. 3!. The number of grid points in the
streamwise direction from inlet to outlet is 257 for the smooth
duct and 761 for the ribbed duct. Whether smooth or ribbed, the
number of grid points in the cross-stream plane is 65365. The
number of grid points and their distribution were obtained by
satisfying a set of rules such as aligning the grid with the flow
direction as much as possible, keeping grid aspect ratio near unity
in regions with recirculating flow, and having at least 5 grid points
within a y1 of 5 ~see Stephens et al.@38#!. As a further test, the
aforementioned grid systems were refined by a factor of 25 per-

cent, first in the streamwise and then in the cross-stream direc-
tions. This grid independence study showed the predicted surface
heat transfer coefficient to vary by less than 2 percent.

On the Cray C-90 computer, where all solutions were gener-
ated, the memory and CPU time requirements for each run are 55
megawords~MWs! and 16 hours for the smooth duct and 155
MWs and 40 hours for the ribbed duct. The CPU time given is for
a converged steady-state solution~steady in a frame relative to the
duct!, which typically involved 3000 iterations.

Results
The results of this study are presented in Figs. 4–14. Note that

the scales in Figs. 7–9 are not same from plot to plot in order to
highlight key features in each plot. In discussing these results, the
four walls of the U-duct are referred to as leading, trailing, outer,
and inner, whether there is rotation or not. When there is no ro-
tation, leading and trailing are the same for the smooth case and
nearly the same for the ribbed case, so only results for one wall
are given. The inner and outer walls refer to the U-shaped ones at
Ri andRo , respectively~Fig. 1!.

Nature of Fluid Flow. The nature of the flow in the U-duct is
complicated. In the following, the complexity of this flow is ex-
amined in a step-by-step manner, adding one complicating feature
at a time.

Non-Rotating Smooth Duct.For a smooth non-rotating duct
~Case C1 in Table 1!, Figs. 4–6 and Fig. 9 show the following. In
the up-leg part of the U-duct, the velocity profile has a maximum

Fig. 3 Grid systems used for smooth and ribbed U-duct
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at about the center of the duct cross section. The coolant is coolest
near the center of the duct cross section with thermal boundary
layers growing along all four walls of the duct along the stream-
wise direction~Fig. 6!. The expected pairs of vortices in each of
the four corners of the duct cross section were not predicted be-
cause the turbulence model used cannot account for anisotropic
effects. Not resolving these vortices is acceptable since their mag-
nitudes are extremely small when compared to secondary flows
induced by rotation, bend, and ribs~see Lin et al.@54#!.

At about 1.25Dh to 1 Dh upstream of the bend, the flow be-
comes affected by the bend~Figs. 4, 5, 6, and 9!. As the flow
approaches and enters the bend, it accelerates near the inner wall
but decelerates and reverses next to the outer wall~Fig. 5!. Near
the middle of the bend, the flow separates on the inner wall~Fig.
5!. This separated region is largest about the midx-z plane and
smallest next to the leading/trailing face. With this separated re-
gion, which reduces the effective passage cross-section, the speed
of flow near the outer wall is increased markedly.

Along the bend, a rather complicated pressure gradient forms
with higher pressure next to the outer wall and lower pressure
next to the inner wall~Fig. 9!. The nature of this gradient depends
on the curvature of the streamlines in the core of the duct where
flow speed is highest. The curvature in the streamlines, however,
depends on the geometry of the bend and whether or not there are
separation bubbles in the bend since they effectively change the
bend geometry. The Dean-type secondary flows created by this
pressure gradient can clearly be seen in Fig. 4 and Fig. 6~C1–P3!.
Because of the separation bubble in the bend, the pressure gradi-
ent and the Dean-type secondary flows induce another pair of

secondary flows within the separation bubble~Fig. 6 C1–P4!. The
net effect of these secondary flows is to transport cooler fluid near
the center of the duct cross section towards the outer wall and
parts of the leading/trailing faces~Fig. 6!.

Downstream of the bend, only the secondary flows of the Dean
type persist until the duct exit. The Dean-type secondary flow
coupled with the separation bubble around the bend caused the
maximum in the velocity profile in the down-leg part of the duct
to be shifted towards the outer wall.

Rotating Smooth Duct.The effects of rotation on a smooth
U-duct in which the coolant-to-wall temperature is less than unity
~Case C2 in Table 1!can be inferred from Figs. 4–6 and Fig. 9. In
the up-leg part of the duct, Fig. 4 shows rotation to induce sec-
ondary flows. Two symmetric counter-rotating flows are formed
by the Coriolis force as early asDh into the duct. With radially
outward flow, the rotation orientation is from the trailing face to
the leading face along the outer and inner walls, transporting
cooler air from near the center of the duct cross section to the
trailing face first. Since the thermal boundary layer starts on the
trailing face, gas temperature near that face is lower than that near
the leading face~Fig. 6!.

With higher temperature and hence lower density near the lead-
ing face, centrifugal buoyancy tends to decelerate the flow on the
leading face more so than that on the trailing face~Fig. 5!. With
lower velocity and hence thicker boundary layer next to the lead-
ing face, the Coriolis-induced secondary flows cause the forma-
tion of additional pairs of vortices near that face~C2 in Fig. 4!.
This was also observed by Iacovides and Launder@20#, Stephens

Fig. 4 Streamlines projected on selected y -z planes and the mid x -y plane
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et al. @26#, Bonhoff et al. @39#, and Stephens and Shih@28#.
Stephens et al.@38# showed that at a rotation number of 0.48 and
a density ratio of 0.13, centrifugal buoyancy causes massive flow
separation on the leading face.

With rotation, the pressure gradient in the 180 deg bend
changed considerably. The pressure gradient induced by rotation
in the radial direction is much stronger than the pressure gradient
induced by the bend from streamline curvature. Note that when
there is rotation, lines of constant pressure are nearly flat in the
bend~contrast C1 and C2 in Fig. 9!. With such a pressure distri-
bution, the flows next to the inner and outer walls are decelerated
similarly as they approach the bend, which is in sharp contrast to
the non-rotating smooth duct. On the leading face, where the flow
is also being decelerated by centrifugal buoyancy, there is consid-

erable flow reversal upstream of the bend~Fig. 5!. As the flow
goes around the bend, it separates with the separated region larger
near the trailing face than near the mid-plane or leading face,
which also differs from the non-rotating case~Fig. 5!.

The evolution of the secondary flows through the bend is as
follows. In the bend, the pressure gradient enhances secondary
flows that flow from the outer wall to the inner wall along either
the leading or the trailing face. Thus, the pair of counter-rotating
flows formed upstream of the bend by the Coriolis force became
asymmetric after going through the bend. Of the two, the second-
ary flow that flowed from the trailing face to the leading face
along the outer wall became dominant~C2–P3 and C2–P4 in Fig.
6!. The net effect of the secondary flows is to transport the cooler

Fig. 5 Normalized temperature „h… and velocity vectors projected at the middle x -z plane and at 0.01 Dh
away from ribbed surfaces
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Fig. 6 Normalized temperature „h… and velocity vectors projected at selected planes „P1, . . . ,P5…. Scale for h is same as the
one in Fig. 5.
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fluid near the trailing face just upstream of the bend in a spiral,
first towards the outer wall, then towards the leading face, and so
on ~Fig. 6!.

Downstream of the bend, only the secondary flow that flows
from the trailing face to the leading face along the outer wall
persists. The effect of centrifugal buoyancy in the down-leg part
of the duct is to accelerate instead of decelerate the lower density
fluid. See Stephens and Shih@28# for other details.

Finally, note that rotation not only increases pressure radially, it
also increases temperature radially because of the compression.

Non-Rotating Ribbed Duct.The effects of staggered inclined
ribs on a non-rotating U-duct~Case C3 in Table 1!can be inferred
from Figs. 4–9. Figures 4–6 show inclined ribs to induce a pair of
secondary flows. In the up-leg part, they flow from the inner wall
to the outer-side wall along the leading/trailing faces~Fig. 5!.
Because of the staggered arrangement of the ribs on the leading
and trailing faces, the secondary flows oscillate in size along the
streamwise direction~not shown!. These secondary flows trans-
port cooler fluid first towards the inner wall and then to the lead-
ing and trailing faces.

As the flow approaches the bend from the up-leg part, the pres-
sure gradient induced by the bend causes essentially no flow re-
versal on the leading and trailing faces~Fig. 5!, which differs
from the non-rotating smooth duct. Around the bend, Dean-type

Fig. 7 Mach number and velocity vectors projected on the
middle x -y plane for case C3 in up-leg part of U-duct. 3, 4, and
5 denote the 3rd, 4th, and 5th ribs.

Fig. 8 Pressure contours and velocity vectors projected at
0.01 Dh away from the ribbed surface for case C3. Flow is from
right to left over the first four ribs in the up-leg part.

Fig. 9 Normalized pressure in the middle x -z plane
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secondary flows form, but is confined near the leading/trailing and
outer walls by the rib-induced secondary flows, which rotate in
the opposite sense~Fig. 6!. If the ribs in the up-leg part were
inclined at 245 deg instead of145 deg, then the rib-induced
secondary flows would be rotating in the same sense as the Dean-
type ones. For such a case, the bend would just re-enforce the
secondary flows formed by the inclined ribs.

Similar to the case without ribs, there is a large separated region
around the bend next to the inner wall. However, it differs in that
the separation region is larger and the reattachment on the leading/
trailing faces is strongly influenced by the location of the first
inclined rib downstream of the bend~Fig. 5!.

Downstream of the bend, inclined ribs again induce a pair of
secondary flows~Fig. 4!. This pair flows from the outer wall to the
inner wall along the leading and trailing faces~Figs. 5 and 6!. The
rib inclination is such that the sense of rotation is the same as that
of the Dean-type ones. The net effect of these flows is to transport
cooler fluid to the leading and trailing faces that start from the
outer wall.

From Fig. 5, it can be seen that the flow between ribs just above
the ribbed wall has a higher and a lower-speed region. To examine
this, a blow-up of this region is shown in Figs. 7 and 8 for the

up-leg part of the U-duct. From Fig. 7, it can be seen that there is
flow separation downstream of each rib. From Fig. 8, it can be
seen that the fluid associated with the higher-speed flow is brought
by the secondary flow into the region between the ribs, which for
the up-leg part, is from the inner wall to the outer wall. The fluid
associated with the lower-speed flow came from the upstream rib
without first going through a spiral. Figure 8 also shows that for
the up-leg part, the pressure is highest near the inner wall and the
upstream side of each rib. This adverse pressure gradient causes
the flow near the rib surface to curve backwards~Figs. 5 and 8!.
The flow and pressure distribution between ribs in the down-leg
part are not shown because they are similar to those in the up-leg
part. The exception is that the pressure is higher near the outer
wall instead of the inner wall due to differences in rib inclination.

Rotating Ribbed Duct. The effects of rotation on a ribbed duct
~Case C4 in Table 1!can be inferred from Figs. 4–6 and Fig. 9.
When there is rotation, the flow approaching the ribs is character-
ized by secondary flows induced by Coriolis force, flow decelera-
tion near the leading face by centrifugal buoyancy, and cooler
fluid near the trailing face. As a result, the secondary flows in-
duced by the ribs are asymmetric with the one next to the trailing

Fig. 10 NuÕNu s for cases C1 and C2. Top: leading. Bottom: trailing.
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face much stronger because the streamwise momentum is much
higher there. In fact, just upstream of the bend, that secondary
flow dominates~Figs. 4 and 6!.

Similar to the rotating smooth duct, the pressure gradient in the
radial direction induced by rotation is quite strong. The bend
curved the otherwise nearly parallel lines of constant pressure
only slightly ~Fig. 9!. With such a pressure gradient, the flow is
decelerated as it approaches the bend and accelerated as it leaves
with magnitudes that do not differ appreciable from the inner wall
to the outer wall. But, very close to the inner wall, there is accel-
eration as the flow enters the bend followed by flow separation in
which the separation bubble on the trailing face is much larger
than that on the leading face~Fig. 5!. With this pressure gradient,
the dominant secondary flow induced by the ribs is re-enforced
and pushed towards the leading face. Thus, the Dean-type second-
ary flow is highly asymmetric with the one next to the trailing face
being quite small~Fig. 6!.

In the down-leg part, the inclined ribs generate a pair of sec-
ondary flows that flow from the outer wall to the inner wall along
the leading and trailing faces. They have the same sense of rota-
tion as those generated by the bend~i.e., the Dean-type secondary

flows!. Similar to the up-leg part, however, they are asymmetric
because the flow upstream was asymmetric. Further downstream
in the down-leg part, the duct becomes smooth again. From there,
Coriolis and centrifugal buoyancy again begin to exert their influ-
ence as secondary flows induced by the ribs decay.

Heat Transfer Characteristics. Results for heat transfer are
given in Figs. 10–14 in terms of Nu/Nus and its averages in which
the averaging is along a spanwise grid line on either one wall
~inner, outer, leading, or trailing! or on all four walls. Note that
the grid lines are inclined in regions with the inclined ribs. The
heat transfer coefficienth in Nu is computed by using a bulk
temperature that accounts for temperature rise due to rotation. See
Nomenclature for the functional form ofTb , which is the solution
of Eq. ~5! ~Stephens and Shih@28#!. Note thatTb5Ti if there is no
rotation.

For a non-rotating smooth duct, Fig. 10~C1! shows that heat
transfer reaches a minimum just upstream of the bend because the
flow decelerates most there. The heat transfer is greatly increased
by the bend because of the secondary flows and the impingement
of the flow on the outer wall. Figure 11 shows the average Nu/Nus
on the inner, outer, and leading/trailing walls along the duct from
inlet to outlet. From this figure, it can be seen that the bend in-
creases the heat transfer rate by almost a factor of two just after
the bend on the outer and on the leading/trailing faces. This mag-
nitude of increase was also observed experimentally by Iacovides
et al.@4# for a smooth U-duct, though with a stronger curvature at
the bend~(Ro1Ri)/Dh50.65 instead of 0.83!and a higher Rey-
nolds number~95,000 instead of 25,000!.

With rotation, heat transfer in the up-leg part is higher on the
trailing face than the leading face because secondary flows in-
duced by the Coriolis force transported cooler fluid to the trailing
face first~Fig. 10~C2!!. Around the bend, the heat transfer on the
trailing face becomes lower than that on the leading face~Figs. 10
and 11!. This is because the secondary flows transported cooler
fluid closer to the leading face~Fig. 6!. In the down-leg part, heat
transfer is also lower on the trailing face because of the large
separated region just downstream of the bend and secondary flows
induced by the bend. Figure 12 compares the peripherally aver-
aged Nu/Nus along the smooth U-duct under rotating and non-
rotating conditions. The measurements by Wagner et al.@5# are
also included.

Fig. 11 Spanwise-averaged Nu ÕNus on leading, trailing, outer,
and inner walls as a function of distance along U-duct from
inlet to outlet for cases C1 and C2

Fig. 12 Peripherally-averaged Nu ÕNus as a function of dis-
tance along U-duct from inlet to outlet. The measured data is
from Wagner et al. †5‡.
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When there are inclined ribs in a non-rotating duct, the heat
transfer is greatly enhanced in the region with the ribs, both in the
up-leg and down-leg parts~Figs. 13 and 14!. The increase in heat
transfer on the leading and trailing faces are similar despite the
offset from staggering. On each rib, the heat transfer is high on the
forward side and low on the backward side~Fig. 13!. This can be
understood in terms of the stagnation and wake flows created by
the main flow in the streamwise direction~Figs. 7 and 8!. In the
region between the ribs, the heat transfer is high from the inner
wall if up-leg part and from the outer wall if down-leg part. The
heat transfer is high on the leading and trailing faces near either
the inner or outer walls because the secondary flows induced by
the ribs cause cooler fluid to impinge there first. In the region
between ribs, there is a strip of low heat transfer~Fig. 13!because

that is where the high-speed and low-speed flows converge~Fig.
8!. Since the surface heat transfer varies considerably in the re-
gion about the ribs, up to a factor of six or more, it is important to
investigate not just the averaged heat transfer rate, but also the
local heat transfer characteristics.

When a ribbed duct rotates, the heat transfer on the leading and
trailing faces differs in a manner similar to that for a rotating
smooth duct. Basically, heat transfer on leading face is less than
that on the trailing face in the up-leg part~Figs. 13 and 14!. In the
down-leg part, heat transfer on the leading face approaches that on
the trailing face~Fig. 14!. Distributions of Nu/Nus about each rib
and between ribs are similar in character to the ribbed non-
rotating duct~Fig. 13!.

Fig. 13 NuÕNu s for cases C3 and C4
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Summary
Computations were performed to study the fluid flow and heat

transfer in a smooth and a ribbed U-shaped duct under rotating
and non-rotating conditions. On flow structure, one should not
think about the interactions between secondary flows induced by
Coriolis, 180 deg bends, and inclined ribs because each of these
secondary flows may never form depending upon upstream flow
conditions. Instead, one should examine how Coriolis, centrifugal
buoyancy, and pressure gradients induced by streamline curvature
from bends and inclined ribs affect the local flow structure. On
heat transfer, secondary flows were found to have pronounced
effects. Basically, heat transfer coefficient is higher when second-
ary flows impinge on a surface, and lower when they leave a
surface.

For the conditions of the present study, the following conclu-
sions can be made on the effects of rotation on a smooth and a
ribbed duct:

• For a smooth U-duct without rotation, the flow is dominated
by the streamwise separation around the bend and by the Dean-
type secondary flows formed by the 180 deg bend. As a result of
this flow, surface heat transfer is higher around and downstream
of the bend.

• For a smooth U-duct with rotation, Coriolis force and cen-
trifugal buoyancy dominate in the up-leg part. In the bend, the
nature of the pressure gradient is dominated by rotation instead of
streamline curvature or flow separation around the bend. This
pressure gradient favors a secondary flow that flows from the
outer wall to the inner wall along the leading face. This secondary
flow is then distorted by the Coriolis force and centrifugal buoy-
ancy in the down-leg part. As a result, heat transfer is lower on the
leading face and higher on the trailing face in the up-leg part.
Around and downstream of bend, heat transfer on the leading face
is higher than that on the trailing face.

• For a ribbed duct without rotation, the flow is dominated by
inclined ribs and the bend. In the up-leg part, a nearly symmetric
pair of secondary flows forms that oscillates slightly in size along
the streamwise direction. In the bend, the pressure gradient from
streamline curvature re-enforces the rib-induced secondary flow
that rotates in the same sense as the Dean-type secondary flows,
and weakens the one that rotates in the opposite sense. In the
down-leg part, the ribs re-enforce the Dean-type secondary flows.
Though ribs greatly enhance heat transfer when compared to the
smooth-wall case, there are regions of low heat transfer regions
between ribs.

Fig. 14 Spanwise-averaged Nu ÕNus on leading, trailing, outer, and inner walls as a function of distance along U-duct
from inlet to outlet for cases C3 and C4
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• For a ribbed duct with rotation, secondary flows setup by
Coriolis force and centrifugal buoyancy in the up-leg part up-
stream of the ribs can have a strong effect on the secondary flows
induced by the ribs. Basically, it weakens the rib-induced second-
ary flow next to the leading face. Similar to the rotating smooth
duct, the nature of the pressure gradient is dominated by rotation
instead of streamline curvature or flow separation around the
bend. This pressure gradient favors a secondary flow that flows
from the outer wall to the inner wall along the leading face. This
secondary flow is then re-enforced by ribs in the down-leg part.
As a result, heat transfer is lower on the leading face and higher
on the trailing face in the up-leg part. Around and downstream of
bend, heat transfer on the leading face approach that on the trail-
ing face.
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Nomenclature

Cp 5 constant pressure specific heat
Dh 5 hydraulic diameter of duct

h 5 heat transfer coefficient (h5qw /(Tw2Tb))
k 5 turbulent kinetic energy
L 5 length of straight portion of duct

Mi 5 Mach number (Mi5Vi /AgR̄Ti)
Nu 5 Nusselt number (Nu5hDh /k)

Nus 5 Nusselt number for smooth duct
(Nus50.023 Re0.8Pr0.4)

qw 5 wall heat transfer rate per unit area
Ri , Ro 5 inner and outer radius of 180 deg bend~Fig. 1!
Rr , Rt 5 radius from axis of rotation~Fig. 1!

R̄ 5 gas constant for air
Re 5 Reynolds number (Re5riViDh /m)
Ro 5 rotation number (Ro5VDh /Vi)
Tb 5 bulk temperature defined by

Tb5Ti1V2(x22Rr
2)/2Cp

Vi 5 average velocity at duct inlet
x, y, z 5 coordinate system rotating with duct~Fig. 1!

X 5 coordinate along the axis of the U-duct from inlet to
outlet

u, v, w 5 x, y, z-components of velocity relative to duct

Greek

k 5 thermal conductivity of coolant
h 5 normalized temperature (h5(T2Ti)/(Tw2Ti))
r 5 density

Dr/r 5 (Tw2Ti)/Tw
t i j 5 shear stress
v 5 dissipation rate per unitk
V 5 angular rotation speed of duct

References
@1# Han, J. C., and Zhang, Y. M., 1992, ‘‘High Performance Heat Transfer Ducts

with Parallel Broken and V-Shaped Broken Ribs,’’ Int. J. Heat Mass Transf.,
35, No. 2, pp. 513–523.

@2# Chyu, M. K., and Natarajan, V., 1995, ‘‘Surface Heat Transfer from a Three-
Pass Blade Cooling Passage Simulator,’’ ASME J. Turbomach.,117, No. 4,
pp. 650–656.

@3# Liou, T.-M., Tzeng, Y.-Y., and Chen, C.-C., 1998, ‘‘Fluid Flow in a 180 Deg
Sharp Turning Duct with Different Divider Thicknesses,’’ ASME 98-GT-189.

@4# Iacovides, H., Jackson, D. C., Kelemenis, G., and Launder, B. E., 1999, ‘‘The
Measurement of Local Wall Heat Transfer in Stationary U-Ducts of Strong
Curvature, with Smooth and Rib-Roughened Walls,’’ ASME Paper 99-GT-
254.

@5# Wagner, J. H., Johnson, B. V., and Hajek, T. J., 1991, ‘‘Heat Transfer in
Rotating Passages with Smooth Walls and Radial Outward Flow,’’ ASME J.
Turbomach.,113, No. 1, pp. 42–51.

@6# Wagner, J. H., Johnson, B. V., and Kopper, F. C., 1991, ‘‘Heat Transfer in
Rotating Serpentine Passages with Smooth Walls,’’ ASME J. Turbomach.,
113, No. 3, pp. 321–330.

@7# Morris, W. D., and Salemi, R., 1992, ‘‘An Attempt to Uncouple the Effects of
Coriolis and Buoyancy Forces Experimentally on Heat Transfer in Smooth
Circular Tubes That Rotate in the Orthogonal Mode,’’ ASME J. Turbomach.,
114, No. 4, pp. 858–864.

@8# Han, J. C., Zhang, Y. M., and Lee, C. P., 1994, ‘‘Influence of Surface Heating
Condition on Local Heat Transfer in a Rotating Square Channel With Smooth
Walls and Radially Outward Flow,’’ ASME J. Turbomach.,116, No. 1, pp.
149–158.

@9# Cheah, S. C., Iacovides, H., Jackson, D. C., Ji, H., and Launder, B. E., 1996,
‘‘LDA Investigation of the Flow Development through Rotating U-Ducts,’’
ASME J. Turbomach.,118, pp. 590–596.

@10# Taslim, M. E., Rahman, A., and Spring, S. D., 1991, ‘‘An Experimental In-
vestigation of Heat Transfer Coefficients in a Spanwise Rotating Channel with
Two Opposite Rib-Roughened Walls,’’ ASME J. Turbomach.,113, No. 1, pp.
75–82.

@11# Wagner, J. H., Johnson, B. V., Graziani, R. A., and Yeh, F. C., 1992, ‘‘Heat
Transfer in Rotating Serpentine Passages with Trips Normal to the Flow,’’
ASME J. Turbomach.,114, No. 4, pp. 847–857.

@12# Zhang, N., Chiou, J., Fann, S., and Yang, W.-J., 1993, ‘‘Local Heat Transfer
Distribution in a Rotating Serpentine Rib-Roughened Flow Passage,’’ ASME
J. Heat Transfer,115, No. 3, pp. 560–567.

@13# Johnson, B. V., Wagner, J. H., Steuber, G. D., and Yeh, F. C., 1994, ‘‘Heat
Transfer in Rotating Serpentine Passages with Selected Model Orientations for
Smooth or Skewed Trip Walls,’’ ASME J. Turbomach.,116, pp. 738–744.

@14# Zhang, Y. M., Han, J. C., Parsons, J. A., and Lee, C. P., 1995, ‘‘Surface
Heating Effect on Local Heat Transfer in a Rotating Two-Pass Square Channel
with 60 deg Angled Rib Turbulators,’’ ASME J. Turbomach.,117, No. 2, pp.
272–280.

@15# Tse, D. G. N., 1995, ‘‘Flow in Rotating Serpentine Coolant Passages with
Skewed Trip Strips,’’ Report R95-9089F, Scientific Research Associates, Inc.,
Glastonbury, CN.

@16# Kuo, C. R., and Hwang, G. J., 1996, ‘‘Experimental Studies and Correlations
of Radially Outward and Inward Air-Flow Heat Transfer in a Rotating Square
Duct,’’ ASME J. Heat Transfer,118, No. 1, pp. 23–30.

@17# Besserman, D. L., and Tanrikut, S., 1991, ‘‘Comparison of Heat Transfer
Measurements With Computations for Turbulent Flow Around a 180 Degree
Bend,’’ ASME Paper 91-GT-2.

@18# Wang, T.-S., and Chyu, M. K., 1994, ‘‘Heat Convection in a 180-Deg Turning
Duct with Different Turn Configurations,’’ AIAA J. of Thermophysics and
Heat Transfer,8, No. 3, pp. 595–601.

@19# Rigby, D. L., Ameri, A. A., and Steinthorsson, E., 1996, ‘‘Internal Passage
Heat Transfer Prediction Using Multiblock Grids and ak-v Turbulence
Model,’’ ASME Paper 96-GT-188.

@20# Iacovides, H., and Launder, B. E., 1991, ‘‘Parametric and Numerical Study of
Fully Developed Flow and Heat Transfer in Rotating Rectangular Ducts,’’
ASME J. Turbomach.,113, No. 3, pp. 331–338.

@21# Iacovides, H., Launder, B. E., and Li, H.-Y., 1996, ‘‘The Computation of Flow
Development through Stationary and Rotating U-Ducts of Strong Curvature,’’
Int. J. Heat Fluid Flow,17, pp. 22–33.

@22# Medwell, J. O., Morris, W. D., Xia, J. Y., and Taylor, C., 1991, ‘‘An Inves-
tigation of Convective Heat Transfer in a Rotating Coolant Channel,’’ ASME
J. Turbomach.,113, No. 3, pp. 354–359.

@23# Tekriwal, P., 1991, ‘‘Heat Transfer Predictions with Extendedk-« Turbulence
Model in Radial Cooling Ducts Rotating in Orthogonal Mode,’’ ASME J. Heat
Transfer,116, No. 2, pp. 369–380.

@24# Dutta, S., Andrews, M. J., and Han, J. C., 1994, ‘‘Simulation of Turbulent
Heat Transfer in a Rotating Duct,’’ AIAA J. of Thermophysics and Heat
Transfer,9, No. 2, pp. 381–382.

@25# Tolpadi, A. K., 1994, ‘‘Calculation of Heat Transfer in a Radially Rotating
Coolant Passage,’’ AIAA Paper 94-0261.

@26# Stephens, M. A., Chyu, M. K., Shih, T. I-P., and Civinskas, K. C., 1996,
‘‘Calculations and Measurements of Heat Transfer in a Square Duct with
Inclined Ribs,’’ AIAA Paper 96-3163.

@27# Hwang, J.-J., Wang, W.-J., and Lai, D.-Y., 1997, ‘‘Numerical Simulation of
Turbulent Heat Transfer and Flow in a Rotating Multiple-Pass Square Chan-
nel,’’ ASME 97-GT-367.

@28# Stephens, M. A., and Shih, T. I-P., 1999, ‘‘Flow and Heat Transfer in a
Smooth U-Duct with and without Rotation,’’ AIAA Journal of Propulsion and
Power,15, No. 2, pp. 272–279.

@29# Chen, H.-C., Jang, Y.-J., and Han, J.-C., 1999, ‘‘Computation of Flow and
Heat Transfer in Rotating Two-Pass Square Channels by a Reynolds Stress
Model,’’ ASME Paper 99-GT-174.

@30# Prakash, C., and Zerkle, R., 1992, ‘‘Prediction of Turbulent Flow and Heat
Transfer in a Radially Rotating Square Duct,’’ ASME J. Turbomach.,114, No.
4, pp. 835–846.

@31# Prakash, C., and Zerkle, R., 1995, ‘‘Prediction of Turbulent Flow and Heat
Transfer in a Ribbed Rectangular Duct with and without Rotation,’’ ASME J.
Turbomach.,117, pp. 255–264.

@32# Abuaf, N., and Kercher, D. M., 1994, ‘‘Heat Transfer and Turbulence in a
Turbulated Blade Cooling Circuit,’’ ASME J. Turbomach.,116, pp. 169–177.

@33# Stephens, M. A., Shih, T. I-P., and Civinskas, K. C., 1995, ‘‘Computation of

Journal of Heat Transfer APRIL 2001, Vol. 123 Õ 231

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Flow and Heat Transfer in a Rectangular Channel with Ribs,’’ AIAA Paper
95-0180.

@34# Rigby, D. L., Steinthorsson, E., and Ameri, A. A., 1997, ‘‘Numerical Predic-
tion of Heat Transfer in a Channel with Ribs and Bleed,’’ ASME Paper 97-
GT-431.

@35# Rigby, D. L., 1998, ‘‘Prediction of Heat and Mass Transfer in a Rotating
Ribbed Coolant Passage with a 180 Degree Turn,’’ ASME Paper 98-GT-329.

@36# Bohn, D. E., Becker, V. J., Kusterer, K. A., Otsuki, Y., Sugimoto, T., and
Tanaka, R., 1999, ‘‘3-D Internal Flow and Conjugate Calculations of a Con-
vective Cooled Turbine Blade With Serpentine-Shaped and Ribbed Chan-
nels,’’ ASME Paper 99-GT-220.

@37# Stephens, M. A., Shih, T. I-P., and Civinskas, K. C., 1995, ‘‘Effects of In-
clined Rounded Ribs on Flow and Heat Transfer in a Square Duct,’’ AIAA
Paper 95-2115.

@38# Stephens, M. A., Shih, T. I-P., and Civinskas, K. C., 1996, ‘‘Computations of
Flow and Heat Transfer in a Rotating U-Shaped Square Duct with Smooth
Walls,’’ AIAA Paper 96-3161.

@39# Bonhoff, B., Tomm, U., and Johnson, B. V., 1996, ‘‘Heat Transfer Predictions
for U-Shaped Coolant Channels with Skewed Ribs and With Smooth Walls,’’
ASME Paper 96-TA-7.

@40# Stephens, M. A., and Shih, T. I-P., 1997, ‘‘Computations of Compressible
Flow and Heat Transfer in a Rotating Duct with Inclined Ribs and a 180-
Degree Bend,’’ ASME Paper 97-GT-192.

@41# Bonhoff, B., Tomm, U., Johnson, B. V., and Jennions, I., 1997, ‘‘Heat Trans-
fer Predictions for Rotating U-Shaped Coolant Channels with Skewed Ribs
and With Smooth Walls,’’ ASME 97-GT-162.

@42# Shih, T. I-P., Lin, Y.-L., and Stephens, M. A., 1998, ‘‘Flow and Heat Transfer
in an Ribbed U-Duct under Typical Engine Conditions,’’ ASME Paper 98-GT-
213.

@43# Shih, T. I-P., Lin, Y.-L., and Stephens, M. A., 2000, ‘‘Flow and Heat Transfer
in an Internal Coolant Passage,’’ Int. J. Rotating Mach., in press.

@44# Wagner, J. H., and Steuber, G. D., 1994, private communication.
@45# Steinthorsson, E., Shih, T. I-P., and Roelke, R. J., 1991, ‘‘Computations of the

Three-Dimensional Flow and Heat Transfer within a Coolant Passage of a
Radial Turbine Blade,’’ AIAA Paper 91-2238.

@46# Menter, F. R., 1993, ‘‘Zonal Two-Equationk-v Turbulence Models for Aero-
dynamic Flows,’’ AIAA Paper 93-2906.

@47# Menter, F. R., and Rumsey, C. L., 1994, ‘‘Assessment of Two-Equation Tur-
bulence Models for Transonic Flows,’’ AIAA Paper 94-2343.

@48# Wilcox, D. C., 1993,Turbulence Modeling for CFD, DCW Industries, La
Canada, CA.

@49# Thomas, J. L., Krist, S. T., and Anderson, W. K., 1990, ‘‘Navier-Stokes Com-
putations of Vortical Flows over Low-Aspect-Ratio Wings,’’ AIAA J.,28, No.
2, pp. 205–212.

@50# Rumsey, C. L., and Vatsa, V. N., 1993, ‘‘A Comparison of the Predictive
Capabilities of Several Turbulence Models Using Upwind and Central-
Difference Computer Codes,’’ AIAA Paper 93-0192.

@51# Roe, P. L., 1981, ‘‘Approximate Riemann Solvers, Parameter Vector and Dif-
ference Schemes,’’ J. Comput. Phys.,43, pp. 357–72.

@52# Pulliam, W. R., and Chaussee, D. S., 1981, ‘‘A Diagonal Form of an Implicit
Approximate Factorization Algorithm,’’ J. Comput. Phys.,39, pp. 347–363.

@53# Anderson, W. K., Thomas, J. L., and Whitfield, D. L., 1988, ‘‘Multigrid Ac-
celeration of the Flux-Split Euler Equations,’’ AIAA J.,26, No. 6, pp. 649–
654.

@54# Lin, Y.-L., Shih, T. I-P., Civinskas, K. C., Rigby, D. L., and Ameri, A. A.,
1998, ‘‘Nonlinear Versus Lineark-v Model for Predicting Flow and Heat
Transfer in a Smooth U-Duct,’’ AIAA Paper 98-3560.

232 Õ Vol. 123, APRIL 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Luiz A. O. Rocha
Research Assistant

e-mail: lar2@duke.edu

Adrian Bejan
J. A. Jones Professor

of Mechanical Engineering,
Fellow ASME

e-mail: abejan@duke.edu

Duke University,
Department of Mechanical Engineering

and Materials Science,
Box 90300,

Durham, NC 27708-0300

Geometric Optimization of
Periodic Flow and Heat Transfer
in a Volume Cooled by Parallel
Tubes
This paper addresses the fundamental problem of maximizing the thermal contact be-
tween an entire heat-generating volume and a pulsating stream of coolant that bathes the
volume. The coolant flows through an array of round and equidistant tubes. Two laminar
flow configurations are considered: stop-and-go flow, where the reservoir of coolant is on
one side of the volume, and back-and-forth flow, where the volume is sandwiched between
two reservoirs of coolant. The total heat transfer rate between the volume and the coolant
is determined numerically for many geometric configurations in the pressure drop number
range 102<B<106, and Pr>1. The optimal tube radius and the maximum volumetric
heat transfer rate are determined numerically. The numerical optimization results are
later predicted based on scale analysis by matching the longitudinal and transversal time
scales of the temperature field in each tube, for each pulsation stroke. The predicted
scales lead to power-law formulas that correlate the results and summarize the optimal
geometry. The optimal tube size is nearly the same in stop-and-go flow and back-and-
forth flow, and is independent of the pulsation frequency.@DOI: 10.1115/1.1337654#

Keywords: Bioengineering, Constructal, Optimization, Periodic, Pulsating

Introduction

The most recent constructal work dedicated to compact heat
exchangers and the cooling of electronic packages has focused
attention ongeometry—how shapes and structures can be de-
signed so that a global performance objective is met subject to
global constraints@1#. Such work has always been a part of heat
transfer, as in the classical example of the fin with parabolic pro-
file @2–4#, where the optimal geometry was the question. The
interest in this fundamental aspect of heat transfer has grown out
of necessity, because of the need to increase heat transfer rates per
unit volume in a wide variety of modern applications. The opti-
mization of geometric structure is now a self-standing technique
for augmenting heat transfer.

Examples that come closer to the geometric optimization that
will be described in this paper are the designs where the internal
spacings between heat generating components are optimized so
that the given volume is used to its fullest. In volumes cooled by
single-phase laminar natural convection through vertical channels
between heat-generating boards there is an optimal spacing, or an
optimal number of boards@5–7#. The optimal internal spacing
scales as the height of the volume times the Rayleigh number
~based on height!raised to the power21/4. Internal structure can
also be optimized when the volume is filled with heat generating
components of other shapes, such as horizontal cylinders and stag-
gered vertical plates@8,9#.

In volumes cooled by forced convection there is an analogous
geometric optimization opportunity. When the coolant flows
through a stack of parallel-plate channels, the optimal channel
spacing is proportional to the flow length times the pressure drop
number~based on flow length!raised to the power21/4 @4,10–
15#. Similar spacings can be optimized for assemblies where the
heat generating components are shaped as staggered parallel

plates, bundles of cylinders in cross-flow, and arrays of square pin
fins with impinging three-dimensional flow@16–18#.

The optimization of geometry unites natural convection with
forced convection, and highlights an interesting analogy between
the two mechanisms. According to Petrescu@19#, in forced-
convection geometries the pressure drop number plays the same
role that the Rayleigh number plays in natural-convection geom-
etries. The electronics cooling literature is rich in additional ex-
amples of how the optimization of shape and structure leads to
improved performance at the system level@20–25#.

The optimized geometries reviewed above are for thesteady-
statecooling of volumes~assemblies!that generate heat. In each
case, a steady stream bathes the volume almost uniformly, collects
the generated heat current, and discharges it outside the volume.
The optimization of the internal structure minimizes the global
thermal conductance between the entire volume and the stream of
coolant.

In the present paper we propose the companion fundamental
problem of optimizing internal geometry when the cooling is pro-
vided by time-dependent~pulsating! flow. The coolant flows
through an array of parallel tubes. Two flow configurations are
considered. In ‘‘stop-and-go’’ flow the reservoir of cold fluid is on
one side of the volume, and the fluid flows intermittently in one
direction. In ‘‘back-and-forth’’ flow the heat generating volume is
sandwiched between two reservoirs of cold fluid, while the flow
direction switches periodically. In both configurations the objec-
tive is to minimize the overall thermal resistance between the
volume and the coolant, i.e., to maximize theusefulnessof the
volume as an assembly of heat-generating components. This ob-
jective is met by optimizing the tube size, or the number of tubes
installed in the given volume@1#.

Model
Consider the round tube of variable internal radiusr 0 and

lengthL shown in Fig. 1. The tube connects two fluid reservoirs of
temperatureT0 . The tube wall temperature is uniform,Tw . The
fluid is driven through the tube by the pressure difference between
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the two reservoirs,DP5P(x50)2P(x5L), which is assumed
to be a known function of time~Fig. 2!. Our objective is to select
the tube geometry and driving forceDP(t) such that the time-
averaged heat transfer rate between the tube surface and the fluid,
per unit of duct volume, is maximal. The duct volume is not fixed.

We begin with the simplifying assumption that the fluid is vis-
cous enough so that the effect of fluid inertia is negligible. This is
equivalent to assuming that, in an order of magnitude sense, the
fluid has a Prandtl number greater than 1. The extensive body of
work on convection in developing flows through ducts shows that
this assumption is adequate in the entire half-domain Pr*1
@15,26#, more precisely Pr*0.5, according to the classical formu-
las of convection~@4#!. Its merit is that it makes the radial com-
ponent of velocity negligible, and reduces the momentum equa-
tions to a single equation

]P

]x
5mS ]2u

]r 2 1
1

r

]u

]r D , (1)

whereu(r ,t) is the longitudinal velocity. Integrated fromx50 to
x5L, this equation shows explicitly the role played by the im-
posed pressure difference,

2
DP~ t !

L
5mS ]2u

]r 2 1
1

r

]u

]r D . (2)

Integrating this equation in the radial direction, and invoking the
boundary conditionsu50 at r 5r 0 and ]u/]r 50 at r 50, we
obtain the time-dependent velocity distribution

u~r ,t !5
r 0

2DP~ t !

4mL S 12
r 2

r 0
2D . (3)

The time dependence of the fluid velocity is the same as that of
the instantaneous pressure difference~Fig. 2!.

The temperature fieldT(x,r ,t) inside the tube is governed by
the energy equation

]T

]t
1u

]T

]x
5

a

r

]

]r S r
]T

]r D , (4)

where a is the thermal diffusivity of the fluid. There are three
boundary conditions:T5Tw at r 5r 0 , ]T/]r 50 at r 50, andT
5T0 in the cross-section that at the timet serves as entrance for
the flow ~x50, or x5L!. The numerical solutions and optimiza-
tion work described in the next section are based on solving Eq.
~4! in conjunction with theu expression~3! in many configura-
tions @r 0 ,L,DP(t)#.

The nondimensionalization of the problem is based on the ob-
servation that in this wide class of applications the imposed pa-
rameters are usually the period of the cycle executed by the peri-
odic flow (tc), and the pressure difference scale (DPmax). This is
true not only in engineering systems with flows driven by recip-
rocating devices, but also in living systems such as lungs and
vascularized tissues.

The time scaletc also sets the length scale (atc)
1/2. This length

is the radial distance to which thermal diffusion travels through
the fluid during the timetc . The velocity scale follows from Eq.
~3!: u;(atc)

1/2DPmax/m. The temperature difference scale is also
known, Tw2T0 . In conclusion, the recommended dimensionless
variables are

~ r̃ ,x̃, r̃ 0 ,L̃ !5~r ,x,r 0 ,L !/~atc!
1/2 (5)

t̃ 5t/tc ũ5um/@~atc!
1/2DPmax# (6)

P̃5
DP

DPmax
T̃5

T2T0

Tw2T0
. (7)

Equations~3! and ~4! become

ũ5
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where B is the pressure drop number based onDPmax and the
length scalel5(atc)

1/2,

B5
DPmaxl

2

ma
5

DPmaxtc

m
(10)

The boundary conditions for Eq.~9! are

T̃51 at r̃ 5 r̃ 0 (11)

]T̃/] r̃ 50 at r̃ 50 (12)

T̃50 in the inlet plane,x̃50 or x̃5L̃. (13)

The imposed pressure difference is periodic, as shown in Fig. 2.
The longitudinal fluid velocity is proportional to the instantaneous
DP(t), cf. Eq. ~3!. Two flow regimes are studied. Stop-and-go
flow occurs whenDP5DPmax during half of the cycle, andDP
50 during the other half. The fluid flows back and forth whenDP
switches betweenDPmax and 2DPmax at the end of each half
cycle.

Heat Transfer Rate Per Unit Volume
The quantity of interest is the average heat transfer rate per unit

of duct volume used. We calculated this quantity in the following
two ways:~i! by integrating the heat flux through the tube wall;
and ~ii! by calculating the enthalpy imparted to the fluid during
one cycle.

The calculation of the time-averaged heat transfer rate proceeds
in four steps. First, the local heat flux through the tube surface,
into the fluid, is

Fig. 1 Round tube „Tw… connecting two reservoirs of fluid at
the same temperature „T0…

Fig. 2 Two pressure-difference cycles and flows: stop and go,
and back and forth
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q95kS ]T

]r D
r 5r 0

. (14)

This is integrated over the entire surface, and the result is the total
instantaneous heat transfer rate

q15E
0

L

q92pr 0 dx. (15)

The heat transferred during an entire cycle isq̄1tc , whereq̄1 is the
cycle-averaged heat transfer rate,

q̄15
1

tc
E

t

t1tc
q1 dt. (16)

In view of Eqs.~14!–~16! and the notation~5!–~7!, the average
heat transfer rate per unit of duct volume is given by

q̄1

pr 0
2L

5
2k

atc
~Tw2T0!Q1 , (17)

whereQ1 is the dimensionless integral

Q15
1

r̃ 0L̃
E

t̃

t̃ 11F E
0

L̃S ]T̃

] r̃
D

r̃ 5 r̃ 0

dx̃Gd t̃. (18)

The effectiveness of the duct space as an architectural feature
designed for transferring heat to the fluid is described by the value
of Q1 . The corresponding dimensionless total instantaneous heat
transfer rate is, cf. Eq.~15!,

q̃15
q1

2pk~Tw2T0!~atc!
1/25 r̃ 0E

0

L̃S ]T̃

] r̃
D

r̃ 5 r̃ 0

dx̃. (19)

The alternative is to calculate the enthalpy carried away by the
fluid that leaves the tube. The instantaneous stream of enthalpy
that leaves the tube is

q25E
0

r 0

rcp~Tout2Tin!uout2pr dr , (20)

whereuout is the Hagen-Poiseuille distribution~3!. The integral
~20! is performed over the tube cross-section that serves as outlet,
for example,x5L for stop-and-go flow. For back and forth flow,
the plane of the outlet isx50 during one half of the cycle, and
x5L during the other half. The inlet temperature is alwaysTin
5T0 . The dimensionless version ofq2 is

q̃25
q2

2pk~Tw2T`!~atc!
1/25BE

0

r̃ 0
T̃outũoutr̃ d r̃. (21)

The enthalpy collected by fluid during an entire cycle isq̄2tc ,
where

q̄25
1

tc
E

t

t1tc
q2 dt. (22)

Dividing this quantity by the tube volume we obtain

q̄2

pr 0
2L

5
2k

atc
~Tw2T0!Q2 , (23)

whereQ2 is the enthalpy-based alternative to Eq.~18!,

Q25
B

r̃ 0
2L̃
E

t̃

t̃ 11F E
0

r̃ 0
T̃outũoutr̃ d r̃Gd t̃. (24)

In the next section, the accuracy of the numerical method is
documented by comparingQ2 andQ1 . This is a global criterion,
as Q1 and Q2 are integrals over the tube volume and pressure
cycle. The instantaneous total heat transfer rateq̃1 is not equal to

the instantaneous enthalpy flow rateq̃2 , because the difference
accounts for the thermal inertia effect~sensible heating!of the
fluid present inside the tube.

Another way to see the origin of the figure of merit represented
by the heat transfer per unit volume used (Q1 ,Q2), is to imagine
that a large number of tubes (r 0 ,L) are machined in parallel
through a volume of lengthL and frontal areaA ~Fig. 3!. The
volumeAL is fixed, but the number of tubes~n! and the tube size
(r 0) are not. For simplicity, assume that the tube centers form
squares, such that

n5
A

~2r 01S!2 . (25)

Assume further that the spacing between adjacent tubes~S! is a
fraction ~s! of the tube diameter,

S5s2r 0 . (26)

We are interested in the total heat transfer rate between the fluid
that flows through then tubes and the volumeAL. The contribu-
tion is q̄1 from one tube, andnq̄1 from all the tubes. The total heat
transfer rate per unit volume used isnq̄1 /(AL), or in dimension-
less form,

nq̄1

AL

atc

k~Tw2T0!
5

p

2~11s!2 Q1 . (27)

In summary, to maximize theQ1 integral ~18!, which was based
on a single tube, is equivalent to maximizing the total heat transfer
rate divided by the total volume of the bundle, Eq.~27!. In other
words, the geometric maximization ofQ1 teaches us how to select
the dimensions of the tube bundle so that the entire volumeAL is
reached most effectively by the fluid when the pressure cycle is
specified (tc ,DPmax).

Numerical Method
The problem represented by Eq.~9!, conditions~11!–~13! and

the time-dependent velocity distribution~3! was solved by using a
finite differences scheme. First, the time derivative]T̃/] t̃ was
evaluated using second-order finite centered-difference form of
the second spatial derivative, and first order central finite differ-
ences for the first derivatives@27#. Next,]T̃/] t̃ was integrated in
time using the fourth-order Runge-Kutta method with adaptive
step size control@28#. Finally, theQ1 integral~18! was calculated
using the trapezoidal rule, and it was monitored over enough time
cycles of flow pulsations until its value did not change by more
than 0.1 percent from one period to the next.

The cylindrical domain of Fig. 1 was covered by a mesh with
uniform interval sizes in thex̃ and r̃ directions. The appropriate

Fig. 3 Bundle of tubes in a fixed volume connecting two res-
ervoirs of fluid at the same temperature
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mesh size for each value ofL̃ was determined by successive re-
finements, until the further grid doubling of the number of grid
points in both directions met the criterionu(Q1

i 2Q1
i 21)/Q1

i u
,0.01. HereQ1

i represents the heat transfer per unit volume cal-
culated using the current mesh size, andQ1

i 21 corresponds to the
preceding mesh size. Tables 1 and 2 show how grid independence
was achieved in one case of stop-and-go and back-and-forth
flows.

The values ofr̃ 0,opt and Qmax were calculated by varying the
value of r̃ 0 in Eq. ~18!. The grid independence test was repeated
for r̃ 0,opt. The numerical accuracy of this method was at least of
order @D t̃ 2,D x̃2,D r̃ 2# for the most refined mesh. The maximum
increments used wereD t̃ 50.001 andD x̃5D r̃ 50.1 for the stop-
and-go flow case reported in Table 3.

As an additional check on numerical accuracy, we compared
the global heat transfer measuresQ1 and Q2 , cf. Eqs.~18! and
~24!. Table 4 shows representative values of these integrals for
several values ofr̃ 0 . The agreement betweenQ1 andQ2 is con-
sistently within 2.5 percent.

Optimal Tube Size
The flow and temperature field was simulated numerically for

many tube geometries (r̃ 0 ,L̃), in the pressure pulse range 102

<B<106 for both pulsating regimes, stop and go, and back and
forth. The solid-material spacing was set ats50.1, because it

does not affect the results of the geometric optimization. In each
case we fixedB, L̃ and the pulsating regime, and monitored the
variation of the volumetric heat transfer integralQ1 with respect
to the tube sizer̃ 0 . As shown in Fig. 4, we found thatQ1 reaches
a distinct maximum (Qmax) at an optimal tube size (r̃ 0,opt). The
optimal tube size is nearly the same for stop-and-go flow and
back-and-forth flow.

The procedure documented in Fig. 4 was repeated for a large
number of geometries: the resulting values ofr̃ 0,opt andQmax are
summarized in Figs. 5–8. The optimal tube size increases withL̃,
and decreases withB. These trends are the same in stop-and-go
flow and back-and-forth flow~Figs. 5 and 7!. The maximized heat
transfer has the opposite behavior, as it decreases withL̃ and
increases withB. Again, the type of pulsating flow regime does
not appear to affect the slopes of the curve that would pass
through the data~compare Figs. 6 and 8!.

The apparent alignment of the data plotted in Figs. 5–8 sug-
gests the existence of scaling laws that would allow us to correlate
the data, and anticipate optimal results that are not covered by this
numerical study. We were able to derive these laws from the
principle of global objective—the function of the tubes with pul-
sating flow. That function is to maximize the thermal contact be-
tween the entire volume of Fig. 3 and theT0 fluid from the neigh-
boring reservoirs. It is to maximize the use of volume.

For example, consider the transfer of heat during back-and-
forth flow. During the first half of the cycle, the fluid coats the
tube wall with boundary layers of temperature comparable toTw .
During the return stroke, another fresh charge ofT0 fluid sweeps

Fig. 4 The geometric maximization of the total heat transfer
rate per cycle and per unit volume

Table 1 Test showing the achievement of grid independence
for calculations in stop-and-go flow „L̃Ä10, D t̃Ä0.001, BÄ104,
and r̃ 0Ä0.95…

Table 2 Grid refinement test for back-and-forth flow „L̃Ä10,
D t̃Ä0.001, BÄ104, and r̃ 0Ä0.75…

Table 3 Grid refinement test for stop-and-go flow „L̃Ä80, D t̃
Ä0.001, BÄ102, and r̃ 0Ä8.95…

Table 4 The heat transfer per unit volume in stop-and-go flow
„L̃Ä100, BÄ104

…: comparison between the wall heat flux
method †Q1 , Eq. „18…‡ and the enthalpy method †Q2 , Eq. „24…‡.
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the tube volume, and its job is to make the closest thermal contact
possible with the heated boundary layers created during the first
stroke.

Each fresh fluid column that enters and fills a tube does its best
when the time of residence in the tube matches the time of trans-
versal thermal diffusion across the tube. In this special case, each
tube is filled ‘‘just right’’. There is no fresh fluid (T0) that passes
from reservoir to reservoir, unaffected by the tube wall. There is
also no inert~dead!trailing section of the tube choked with iso-
thermal fluid already at the wall temperatureTw .

The residence time ist;L/u, where theu scale follows from
Eq. ~3!, namelyu;r 0

2DPmax/(mL). The resulting scale of the resi-
dence time, or the time of sweeping the entire length of the tube is

t;
mL2

r 0
2DPmax

. (28)

The time of thermal diffusion across the tube is

t;
r 0

2

a
. (29)

Setting these two time scales equal, i.e., eliminatingt between
Eqs.~28! and~29!, we obtain the special tube size for best use of
tube volume,

r 0,opt;L1/2S DPmax

am D 21/4

. (30)

The dimensionless counterpart of thisr 0,opt scale,

r̃ 0,opt;L̃1/2B21/4 (31)

is somewhat deceiving, because the nondimensionalization~Eqs.
~5!–~6!! was based on the time scale of the pressure pulse,tc . The
optimal tube size~30! is independent of the time scale of the
pressure pulse.

To summarize, the balance between the longitudinal and trans-
versal time scales~28!, ~29! pinpointed the optimal tube size. This
result is new. The existence of this optimal geometry has not been
recognized yet in studies where the flow channel geometry is as-
sumed given, and pulsation frequency is optimized in order to
maximize the heat transfer between the two fluid reservoirs@29–
32#.

This theoretical development allowed us to correlate all the
r̃ 0,opt data of Figs. 5 and 7 by using the power law suggested by
Eq. ~31!,

r̃ 0,opt5CrL̃
1/2B21/4. (32)

The success of this correlation is evident in Fig. 9. The coefficient
Cr53.08 approximates with a standard deviation of 14 percent all

Fig. 5 The optimal tube sizes for stop-and-go flow

Fig. 6 The maximum heat transfer per flow cycle and unit vol-
ume for stop-and-go flow

Fig. 7 The optimal tube sizes for back-and-forth flow

Fig. 8 The maximum heat transfer per flow cycle and unit vol-
ume for back-and-forth flow
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the data for stop-and-go flow. The corresponding coefficient for
back-and-forth flow isCr52.70, which approximates within 21
percent the data of Fig. 7.

The same method leads us to the correlation for theQmax values
of Figs. 6 and 8. The order of magnitude replacements for Eqs.
~14!–~16! are, respectively,q9;kDT/r 0 , q1;kDTL, and q̄1
;kDTL. Theq̄1 scale allows us to write Eq.~17! approximately
as

kDTL

r o
2L

;
kDT

atc
Q1 . (33)

The heat transfer maximum (Q1;Qmax) occurs at r 0;r 0,opt,
which according to Eq.~33! means

Qmax; r̃ 0,opt
22 . (34)

In view of r̃ 0,opt scale~31!, we can expectQmax to vary as

Qmax;L̃21B1/2. (35)

The recommended correlation,

Qmax5CQL̃21B1/2 (36)

is supported strongly by the data plotted in Fig. 10. These data
have been developed case by case in Figs. 6 and 8. The leading
factor is CQ50.1360.21 for stop-and-go flow, andCQ50.26
60.41 for back-and-forth flow.

Conclusions
In this paper we showed that the cooling of a heat-generating

volume can be maximized via geometric optimization when the
coolant flows in pulses through the volume. There is an optimal
way to place the passages through the volume. In this study we
assumed that the flow passages are parallel round tubes. The op-
timal arrangement consists of using tubes of a certain radius,
which corresponds to a certain spacing between adjacent tube cen-
ters@cf., s5constant in Eq.~26!#. Alternatively, the optimization
of tube size is equivalent to optimizing the number of tubes in-
stalled in the given volume, cf. Eq.~25!.

The optimal tube sizes were correlated successfully by match-
ing the longitudinal and transversal time scales of the time-
dependent temperature field inside each tube, Eqs.~28!, ~29!. The
equality of these two time scales means that the tube fills itself
with ‘‘useful fluid’’ during each stroke, or that the tube volume is
used to its fullest. The predicted tube size, Eq.~30!, and the maxi-
mum heat transfer rate per unit volume, Eq.~34!, are supported by
the large number of results developed numerically. An important
feature is that the optimal tube radius does not depend on the time
scale of the flow pulsation. The optimal radius increases asL1/2

and decreases asDPmax
21/4.

The rate of heat removal per unit volume is greater in back-and-
forth flow than in stop-and-go flow~Figs. 4 and 10!. The opti-
mized tube size, however, is practically the same for both flow
regimes. This means that the optimized geometry is robust relative
to changes in external parameters such as the flow direction and
frequency of pulsations. Robustness was also a feature in all the
internal structures optimized for steady-flow cooling, which were
reviewed in the Introduction.

The experience with the optimization of geometry for steady-
state heat transfer showed that the constructal optimization
principle—optimal internal structure for best global
performance—works in all the applications in which it has been
used@1#. Optimal spacings have been developed for simple geom-
etries~e.g., parallel-plates channels! and complicated geometries.
Similarly, the principle that in this paper was demonstrated for a
relatively simple design~round, equidistant tubes! can be ex-
pected to apply in more complex designs with pulsating cooling
flows. These extensions deserve to be considered in follow-up
studies, in the wide arena of engineered and natural flow systems
@1#.
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Fig. 9 Correlation of the numerical data for the optimal tube
size, cf. Figs. 5 and 7

Fig. 10 Correlation of the numerical data for the maximum
heat transfer per flow cycle and unit volume, cf. Figs. 6 and 8
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Nomenclature

A 5 frontal area, m2

B 5 pressure drop number, Eq.~10!
CQ,r 5 coefficients, Eqs.~32!, ~36!

k 5 thermal conductivity, W/m K
L 5 tube length, m
n 5 number of tubes
P 5 pressure, Pa

q1,2 5 total instantaneous heat transfer rate,W, Eqs.~15!, ~20!
q̃1,2 5 dimensionless total instantaneous heat transfer rate, Eqs.

~19!, ~21!
q9 5 heat flux, W/m2K

Q1,2 5 dimensionless measure of the average heat transfer rate
per unit volume, Eqs.~18!, ~24!

r 5 radial direction, m
r 0 5 tube radius, m
S 5 spacing between tubes, m
t 5 time, s

tc 5 period of pulsation cycle, s
T 5 temperature, K

Tw 5 wall temperature, K
T0 5 coolant inlet temperature, K
u 5 longitudinal velocity, m/s
x 5 longitudinal direction, m

Greek Symbols

a 5 thermal diffusivity, m2/s
D 5 difference
l 5 length scale, m, Eq.~10!
m 5 viscosity, kg/sm
s 5 geometric ratio,S/(2r0)

Subscripts

max 5 maximum
opt 5 optimum

Superscripts

(˜ ) 5 dimensionless, Eqs.~5!–~7!
( )̄ 5 time averaged
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Directional Spectral Emittance
of a Packed Bed: Correlation
Between Theoretical Prediction
and Experimental Data
Directional spectral emittance of an absorbing and scattering isothermal system of
packed spheres is predicted by a radiative model based on the discrete ordinates method.
Radiative properties for the bed of packed opaque spheres are obtained using geometric
optics laws corrected with a scaling factor to take into account the dependent scattering.
This model requires the knowledge of several parameters. Particle diameter and porosity
can be easily obtained, but particle hemispherical spectral reflectivity is very difficult to
obtain a priori. This particle reflectivity is determined by an identification method (Gauss
method of linearization) applied to bidirectional spectral reflectance data obtained from
an experimental device using a Fourier transform infrared spectrometer. Directional
spectral emittance is measured using a direct radiometric technique that has been re-
cently proposed. For a system of packed opaque spheres at high temperature, good
agreement is observed between experimental results of directional spectral and computed
theoretical data. @DOI: 10.1115/1.1338134#

Keywords: Heat Transfer, Packed Beds, Participating Media, Porous Media, Radiation,
Spheres

Introduction

Thermal radiation is the predominant mode of energy transfer
in many engineering systems. A wide variety of these systems
involves semi-transparent media that are porous materials or me-
dia containing particulates that play a key-role in the radiative
transfer mechanisms. Some examples of these materials are soot,
fibers, foams, reticulated ceramics, and packed sphere system. An
extensive review of the radiative transfer in dispersed media was
carried out by Viskanta and Mengu¨c in 1989@1# and by Baillis-
Doermann and Sacadura in 1998@2# with a specific attention to
advances that have been made since the beginning of the 1990s.

Radiative heat transfer through a system of randomly packed
spheres has received much attention due to its many industrial
applications. Such media are semi-transparent. A number of the-
oretical and experimental studies have been reported in the litera-
ture. These studies have shown that radiative heat transfer in-
volves complex radiative interactions between the individual
spheres due to the closely packed system@3,4#. Results of previ-
ous studies have led to a better understanding of the radiative heat
transfer mechanism in a packed-spheres system.

To this end, Brewster and Tien@5# applied a two flux model to
calculate the hemispherical transmittances of a packed bed of
spheres; radiative properties were predicted from uncorrelated-
scattering theory. Yang et al.@6# used the Monte Carlo method to
simulate the energy bundle traveling through the voids of a bed.
They showed that the thermal radiative properties depend strongly
on the packing structure and the size and emissivity of constituent
spheres.

Kamiuto @7# proposed a correlated-scattering theory for a
packed bed consisting of relatively large spheres. In this paper, it
is found that his transfer calculations based on correlated-
scattering theory provide better agreement with the Chen and

Churchill @8# experimental results than his previous transfer cal-
culations based on uncorrelated-scattering theory.

Singh and Kaviany@9# presented an approach for modeling
dependent radiative heat transfer in beds of large spherical par-
ticles ~geometric optics theory!. They showed that the radiative
properties for a bed of opaque spheres can be obtained from the
independent properties by scaling the optical thickness while leav-
ing the albedo and the phase function unchanged. The scaling
factor was found to depend mainly on the porosity and was almost
independent of the reflectivity. These authors also concluded from
this study that the results obtained from the correlated-scattering
theory of Kamiuto do not generally show good agreement with the
results obtained from the Monte Carlo method.

Jones et al.@10# measured the spectral directional distribution
of radiation intensity at the exposed boundary of a packed bed of
opaque spheres using a direct radiometric technique. The purpose
of these measurements was to provide an experimental data base
of radiative intensity with which to correlate intensity field solu-
tions of the radiative equation in packed beds. Intensity exiting the
bed was numerically simulated using a discrete ordinates solution
to the radiative transfer equation, with combined mode radiation-
conduction solution of the coupled energy conservation equation.
Radiative properties were computed using the large size parameter
correlated-scattering theory from Kamiuto@7#. The measured in-
tensity results showed good agreement with computed results in
near-normal directions, though agreement in near-grazing direc-
tions was poor. With these results, they concluded that either ra-
diative transfer near the boundaries of this medium might not be
adequately represented by a continuous form of the radiative
transfer equation, or that the properties derived from correlated-
scattering theory were insufficient.

The objective of this paper is to present and to compare two
methodologies to determine directional spectral emittance of
packed beds:

• One is a coupled theoretical-experimental approach; it uses
theoretical model and parameter estimation technique.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
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1999; revision received, July 7, 2000. Associate Editor: M. P. Menguc.

240 Õ Vol. 123, APRIL 2001 Copyright © 2001 by ASME Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



• The other is experimental, it is based on a new device using a
direct radiometric technique.

First, the packed sphere systems studied are described. Then the
coupled experimental-theoretical approach is presented. Emit-
tances are calculated by solving the radiative transfer equation by
using the discrete ordinates method. Radiative properties are pre-
dicted with geometric optics theory combined with correlated
scaling factor for large size parameter proposed by Singh and
Kaviany @9#. This model requires knowledge of the particle mor-
phological characteristics~particle diameter and porosity! and par-
ticle spectral hemispherical reflectivity. Particle dimension and
porosity can be obtained from microscopic analysis but the par-
ticle spectral hemispherical reflectivity is very difficult to obtain
directly. For that reason this parameter is identified with the Gauss
linearization method. This approach uses experimental and theo-
retical results bidirectional spectral reflectance for a bed of ran-
domly packed spheres. The theoretical model calculating spectral
bidirectional reflectance is described. Although the solution is also
based on the discrete ordinate method, the methodology differs
from the emittance model; for the reflectance case, the medium is
assumed cold and the boundary conditions are different from the
ones considered for emitting medium. The experimental device
measuring reflectance data includes a Fourier Transform Infrared
Spectrometer. Results of identified hemispherical reflectivity of
oxidized bronze particle are presented.

Then the paper describes the new experimental device@11#
aimed at measuring the spectral directional emittance of semi-
transparent media~packed spheres system!. The temperature gra-
dient in the sample has been minimized. Thus, measurements of
spectral directional emittance at high temperature in the infrared
range have been carried out on packed spheres samples.

Finally experimental and theoretical results of directional spec-
tral emittance are compared.

Packed Spheres System
The radiatively participating porous medium considered in this

study is a monodispersion of oxide bronze spherical particles. It is
assumed that the packing geometry is random. When heated, the
bronze oxidizes and a black oxide forms on the particle boundary
surface. In order to ensure that oxide growth does not continue
during measurements, the samples are heated in a furnace at 923
K for 72 hours. Four different samples are studied. Figure 1 de-
picts the picture taken from a microscope for particle sample #3.
For each medium, spheres are assumed to have a uniform diam-
eter, as specified by the supplier. The dimensional characteristics
of the four samples are given in Table 1. The bed thicknessL,
particle volume fractionf v and particle diameterd are also out-
lined in the Table 1. Samples are solid, spheres are linked.

Theoretical Emittance Model

Radiative Transfer Equation. The Radiative Transfer Equa-
tion ~RTE! describes the variation of the spectral radiative inten-
sity for an absorbing-emitting-scattering medium in a given direc-
tion as a function of optical depth. For an azimuthally symetric
medium, the RTE can be written as

m
]I l~t,m!

]t
1I l~t,m!5Sl~t,m,T!, (1)

where the source term is:

Sl~t,m,T!5~12v!I lb~T!1
v

2 S E
21

1

I l~t,m8!p~m8,m!dm8D ,

wherem5cos(u), u is the direction of the propagation in the me-
dium as measured from the normal of the sample,I l(t,m) is the
spectral intensity of the radiation,I lb(T) is the blackbody inten-
sity, t is the optical coordinate,T is the absolute temperature,v is
the albedo, which is the ratio of the scattering to the extinction
coefficients, andp(m,m8) is the scattering phase function.

Boundary conditions for an isothermal semitransparent plane
medium, without external incident radiation, is expressed in the
following form:

H t50 I l~0,m!50 m.0
t5t0/2 I l~t0/2,m!5I l~t0/2,2m! m,0. (2)

The boundary condition fort5t0/2 is due to the symmetry of the
problem.

The uniformity of temperature within the packed bed can be
written as:

0,t,t0/2 T~t!5T0 (3)

The directional spectral emittance of the medium is defined as:

«l~0,m,T0!5
I l~0,m!

I lb~T0!
m.0. (4)

Solution Method. Spectral directional emittance of absorbing
and scattering isothermal packed-spheres system is predicted us-
ing a radiative model based on the DOM associated with the con-
trol volume method. This model differs from the reflectance
model by the fact that for emittance, the emission term of the
medium is accounted in the RTE. The boundary conditions are
also different. A quadrature with integration limits from 0 to 1
over 120 directions is considered@12#. This quadrature satisfies
key-half-moments of the radiative intensity and matches measure-
ments in the normal-direction. A linear scheme~diamond!is em-
ployed to evaluate the radiative intensity in the control volume
and a variable mesh with a grid concentration near boundaries is
used to avoid oscillations or negative values of the radiative
intensity.

Fig. 1 Picture of packed spheres sample „#3…: magnification is
45; scale bar depicts 100 mm.

Table 1 Morphological parameters
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Radiative Properties. The radiative properties required to
solve the radiative transfer equation are the spectral volumetric
scattering and absorption coefficients and the spectral phase func-
tion. The properties of the packed bed can be obtained from the
particle radiative properties by adding up the effects of all the
particles@13#. Consequently, the radiative properties of the me-
dium can be determined using the following parameters: particle
diameter~d!, particle volume fraction (f v), and particle spectral
hemispherical reflectivity (rl). Assuming spherical shape for par-
ticles, absorption, extinction and scattering coefficients as well as
scattering phase function can be calculated from the Mie theory.
Two independent parameters, complex index of refraction (ñ) and
the size parameter (x5pd/l) are required as input. When the
particle size parameterx is much greater than unity and when the
refractive index is not too small (xuñ21u@1), the series expan-
sions used to evaluate the expression in the Mie theory converge
very slowly. For these cases, it is preferable to use geometrical
optics theory to predict the radiative properties. The details of the
model for independent radiative properties prediction are given by
Brewster@13#. If a packed bed consists of large diffuse spheres,
then the uncorrelated radiative properties become~the subscriptu
means uncorrelated!:

p~m!5~8/3p!~A12m22m cos21 m! (5)

vu5rl (6)

bu51.5f v /d. (7)

Singh and Kaviany@9# presented scaling factors so that the
independent radiative properties can be scaled to give the depen-
dent properties of the particulate media. The scaling factor,g
proposed by Singh and Kaviany@9#, is evaluated by finding the
ratio of the slopes calculated by the Monte Carlo method~Singh
and Kaviany@9#! and by independent theory. The scaling factor
scales the extinction coefficient, leaving the phase function and
the albedo unchanged:

bc5gbu (8)

The values ofg for rl50.9 andf v,0.7 can be obtained from
the following polynomial expression:

g5111.84f v23.15f v
217.2 f v

3. (9)

Since the effect of particle hemispherical reflectivity ong is
small ~Singh and Kaviany@9#!, Eq. ~8! can be used to obtain the
value for other particle hemispherical reflectivities.

The parameterd and f v can be determined from microscopic
analysis. The main difficulty remains to determinerl . The par-
ticle spectral hemispherical reflectivity (rl) cannot be obtained
from direct measurement. Moreover, because of the great discrep-
ancy in the reported data@14# it is not possible to obtain its values
from the literature. The problem is not necessarily due the inac-
curacy of the methods used for measurements, but from the type
of materials themselves. For the same chemical composition, re-
sults may be very different due to the thickness and roughness of
the layer of the oxide covering the particle. So it has been pre-
ferred to determinerl by using an inverse method.

Estimation of Particle Hemispherical Reflectivity
This method uses experimental results of spectral reflectances

(Rel) obtained for several measurement directions (i ) for a given
sample, and theoretical reflectance (Rtl) obtained for the same
measurement directions and for the same samples. TheRtl are
calculated using differentrl , f v , andd as parameters. For each
wavelength the objective is to estimate the parameterrl that
minimizes the quadratic difference~F! between the measured and
calculated reflectances over theN measurement directions:

F~rl!5(
i 51

N

@Rti~rl!2Rei#
2. (10)

The method used in this work is the Gauss linearization method
~@15#! that minimizesF by setting to zero its derivatives with
respect to each of the unknown parameters. This nonlinear param-
eter estimation problem is solved iteratively. For each iteration,k,
the following equation is obtained:

F(
i 51

N S ]Rti

]rl
D 2G k

~Drl!k5F(
i 51

N

~Rti2Rei!
]Rti

]rl
G k

. (11)

The solution of this equation givesDrl
k , that is added torl

k for
each iterationk. The convergence is obtained whenDrl

k /rl
k

,1023. More details of this technique are available in the litera-
ture @16#.

For each wavelengthl, the number of identified parameter is
one (rl), the number of measurement direction isN512. The
ratio of the number of measurements to the number of unknown
parameter is 12. This ratio being large, the identification is
appropriate.

Experimental Setup. The experimental setup used to mea-
sure infrared bidirectional reflectances is schematically shown in
Fig. 2. It has been already used in the literature@17#. The objec-
tive in the experiments is to determine the fraction of the incident
beam reflected by the sample in the wavelength range of 1.8mm–
11.0 mm. The spectrometer is a FTS 60 A~Bio-Rad Inc.!, of
Fourier transform type. The source of radiation, which approxi-
mates the blackbody emission spectrum at 1300°C, is a ceramic
globar. An entrance stop with a movable hole~4.0 mm diameter!
determines the solid angle of the beam. The incident beam, taken
normal to the sample surface, is collimated with a small diver-
gence angle of 2.3 degree. The Michelson interferometer principle
is used@18#, so that the exit beam can be measured by a detector,
as a function of path difference between the fixed and movable
mirrors ~Fig. 2!. The detection system, composed of a spherical
mirror collecting the beam and concentrating it on a detector
HgCdTe~1.8–15mm range!, is mounted on a goniometer arm to
allow bidirectional reflection measurements in the plane of inci-
dence. Both the spectrometer and the detection system are purged
with dry air and connected to a data acquisition system.

The experimental arrangement allows the measurement of spec-
tral reflectance. The sample holder permits measurement of en-
ergy with and without sample. When there is no sample, the en-
ergy is measured in the incident direction~reference
measurement!. When a sample is mounted on the sample holder,
the detection system is rotated around the sample in different
backward directions to measure the reflected energy. The ratio of
the reflected to the incident energies provides the reflectance,
Re(u,l), which is defined as:

Re~u,l!5
I ~u,l!

I 0dV0
, (12)

whereI (u,l) is the reflected intensity in the directionu andI 0 the
intensity of the collimated beam normally incident onto the
sample within a solid angledV0 . When there is no sample the
incident flux detected by the sensor is proportional toI 0dV0 .

Note that in this study the effect polarization on bidirectional
reflectance is not considered.

Theoretical Model. Radiative transfer equation is solved nu-
merically. The emission term does not need to be considered in
the RTE because of the optical modulation used in the experi-
ments. The azimuthal symmetry is assumed. Spectral radiative
properties used in Eq.~1! are determined using geometric optics
theory ~Eqs. 5–7!combined with the scaling factor~Eq. 9! of
Singh and Kaviany@9# that involves the unknown hemispherical
reflectivity rl . The boundary conditions are given based on the
experimental device:

1 the medium is unbounded
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2 a collimated beam of intensityI 0 with a divergence half-angle
u0 is incident normally onto one sample face (t50). These
boundary conditions are expressed as:

H t50→H I l~0,m!5I 0 m0<m<1

I l~0,m!50 0,m,m0,

t5t0→I l~t0 ,m!50 m,0

(13)

wherem05cosu0
The DOM is applied to solve the integro-differential equation

~Eq. 1! without the emission term. Details of the solution meth-
odology have been reported by Nicolau@19#. A quadrature over
24 directions is adopted in the DOM. The spherical space is dis-
cretized into 12 directions for the positive range ofm and 12 other
symmetric directions for the negativem. This quadrature is a com-
bination of two Gaussian quadratures@19#. This solution, com-
bined with the radiative properties prediction model, allows the
determination of theoretical reflectances from the parametersd,
f v , rl of the sample subjected to a collimated incident flux.

Application to Packed Bed. Experiments were carried out
for four different packed beds of oxidized bronze spherical par-
ticles. The dimensional characteristics of the packed beds are
given in Table 1.

Measurements were performed for all the 12 backward direc-
tions of the quadrature. Spectral reflectance data were obtained for
120 wavelengths in the range from 1.8mm to 11.0mm. These
wavelengths correspond to the points shown in Fig. 3.

The particle spectral hemispherical reflectivities were deter-
mined from sample bidirectional reflectances using the parameter
estimation method described above. It can be recalled that this
method is based on a minimization of the quadratic error between
theoretical and experimental data of spectral bidirectional reflec-
tance~theoretical reflectance are obtained using the DOM with a
quadrature over 24 directions!. The estimated values of the par-
ticle hemispherical reflectivity are shown on Fig. 3 for all four
samples. These results are then used to calculate radiative proper-
ties from Eqs.~5!–~9!. Doermann@20# has shown that uncertainty
for the estimated hemispherical reflectivity from this parameter

Fig. 2 Experimental device using a FTIR spectrometer to measure spectral bidirectional reflectance
for plane of incidence †17‡

Fig. 3 Particle spectral hemispherical reflectivity: values ob-
tained from the parameter estimation approach.

Fig. 4 Experimental and theoretical reflectance for sample 1
for an angle of 170 deg with the incident direction
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estimation method are very weak. They are independent of the
uncertainties in the porosity and particle diameter.

Experimental and theoretical results of reflectance are com-
pared. There is a good agreement, deviations are less than the
experimental uncertainties obtained by measuring reflectance sev-
eral times for the same sample@20#. Results are shown on Fig. 4
for sample 1 for the backward directionu5170 deg. For the other
samples and other directions results are similar.

Emittance Measurement
The objective of this section is to describe the experimental

assembly used in this work~Fig. 5! for measuring the directional
spectral emittance. This experimental set up@11# was developed
to minimize the temperature gradient in the medium~by ensuring
a nearly isothermal volume! and the radiative flux incoming from
any external source. The isothermal condition in the medium is
achieved by simultaneously heating both sides of the sample with
a high power laser~4 kW, CO2 10.6mm! which was split into two
identical beams using a beam splitter (50 percent–
50 percent61 percent). The power of both laser beams is mea-
sured by a calorimeter; these measurements show that energy
coming from each side may be matched to be equal to within 1
percent.

As the energy distribution of a laser beam is not uniform, two
kaleidoscopes are used for homogenization of energy distribution
@21#. A kaleidoscope is a copper tube with a square opening. The
tube faces are buffed as mirror. Preliminary tests on thermal paper
show that good homogenization is obtained by using the kaleido-
scope with a square opening. Another technique to analyze the
energy distribution is based on the temperature data provided

by an infrared camera. This technique leads to a temperature map
of this surface directly related to the energy distribution of the
laser beam. In addition, this method provides information on the
surface temperature fluctuations over time. Temperature cartogra-
phy measurements are carried out when using the laser beam with
and without the kaleidoscope and are compared to point out the
efficiency of this homogenization technique. The use of a mono-
chromatic source (l510.6mm) permits separation of the radia-
tive flux due to the source from that coming from the sample itself
as spectral measurements are performed.

Temperature Measurements. Pyrometric determination of
the temperature generally requires the preliminary knowledge of
the material emittance at the temperature, the wavelength and in
the direction of the measurement. The sample temperature is de-
termined by pyrometer measurements in the wavelength range
from 1.5 mm to 1.6 mm. It is assumed that emittance is not
strongly dependent on temperature. The emittance used in this
measurement is obtained from the transmittance and reflectance
measurements performed at room temperature obtained with a
Perkin-Elmer Lambda 900 spectrometer~Emittance51-
Transmittance-Reflectance!. Uncertainty of the pyrometric mea-
surements are studied. Indeed, after to have verify that tempera-
ture measured by the pyrometer is the same for the two faces of
sample, temperature of one face of the sample is measured with a
thermocouple~of type K! and is compared with temperature mea-
sured with pyrometer. A relative deviation on temperatures infe-
rior to 3.5 percent is observed for the four samples. This weak
deviation seems to confirm the assumption that emittance is not
strongly dependent on temperature.

Fig. 5 Experimental device used to measure directional spectral emission. The radio-spectrometer and the pyrometer are
rotated to acquire the measurement on the blackbody.
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Radiometer Emittance Measurements. The procedure of
measurement of directional spectral emission is based on the defi-
nition of the directional spectral emittance~Eq. 4!. The radiometer
collects the heat flux emitted by the sample and by a reference
blackbody at the same temperature, through the same spectral
range and solid angle~Fig. 5!. Under these conditions, the direc-
tional spectral emittance can be defined as the ratio of spectral
fluxes emitted by the sample and by the reference blackbody.
Spectral measurement of the emitted radiation is carried out using
an interference filter spectro-radiometer. The radiometer Heimann
KT4S is mounted on a rotating arm allowing the measurement of
the radiation emitted by the sample at several angles. The sample
area viewed by the radiometer during the measurements is a func-
tion of the direction of measurement. The surface area of the
sample heated by the laser beams is 12312 mm. For a distance of
measurement of 30 cm, the view area of the radiometer is 1.5 mm
of diameter.

The radiometer, equipped with a bolometric detector, uses four
different narrow band infrared filters with center wavelength
~CWL! and half bandwidth~HBW! of: 1.9960.10mm, 2.97
60.12mm, 4.0060.15mm and 4.9960.17mm. Center wave-
length and half bandwidth tolerance is630 nm.

System Calibration. The experimental device~spectro-
radiometer!needs to be calibrated so that millivolt reading (Vl)
taken from the samples can be directly converted to absolute spec-
tral directional intensity (I l). Using a blackbody reference, a
spectral calibration factor (Fl) is directly obtained by relating the
spectral blackbody intensity evaluated at the known temperature
to the millivolt radiometer reading of the blackbody radiation.
This factor is used to relate millivolt readings from the sample to
absolute spectral intensities. The radiometer calibration factor is
defined as:

Fl~Tb!5
dSdV

Vlb~Tb! El2Dl/2

l1Dl/2

I lb~Tb!dl (14)

I l~t0 ,m,T!5
Vl~t0 ,m,T!Fl~T!

dldSdV
, (15)

wheredS is the sample surface projected onto a plane perpendicu-
lar to the incident beam,d V is the detection solid angle,d l is the
wavelength interval.

Uncertainty Analysis. The emissivity can be expressed by
the following relation:

«l~t0 ,m,T!5
Vl~t0 ,m,T!Fl~T!

dSdVE
l2Dl/2

l1Dl/2

I lb~T!dl

. (16)

As a result, the experimental uncertainty in the spectral emissivity
is:

U«l
25S ]«l

]Vl
UVlD 2

1S ]«l

]T
UTD 2

1S ]«l

]Vlb
UVlbD 2

1S ]«l

]Tb
UTbD 2

,

(17)

whered l, d S, andd V are considered to be perfectly repeatable.
As shown by Jones et al.@22#, considering thatTb'T and
I lb(Tb)'I lb(T) the epxerimental uncertainties are:

U«l
25~11«l

2!S dVS

VS
t2,90D1S 4«l

T D 2

~UTb
21UT

2!. (18)

Uncertainties are calculated for 20 deg<u<160 deg. For samples
referenced 1, 2, 3 uncertainties are 7 percent and for sample 4 they
are 11 percent.

Discussion of Theoretical and Experimental Results
Figures 6–13 show comparisons between measured and pre-

dicted spectral directional emittances for the four different

samples considered. For the angular range 20 deg<u<160 deg,
for samples # 2 and 3 the relative difference between measure-
ment and prediction is less than 7 percent, and for samples # 1 and
4 the relative difference is less than 11 percent. For each sample
several emittance measurements were performed; overall the re-
sults were repeatable.

If the test sample is not sufficiently thin and if the measure-
ments are attempted at high temperatures, the samples may dis-
play an internal temperature gradient. This may be a reason of
having larger errors in estimated emissivity values for samples #1
and #4 than for samples #2 and #3. Samples #1 and #4 are thicker
than #2 and #3.

Within the angular interval of 5 deg<u<20 deg there is
increasing disagreement, the measured emittance decreases
while the predicted emittance remains relatively constant. This
behavior can be explained, as suggested by Jones@10#, by the

Fig. 6 Comparison of measured and predicted spectral direc-
tional emittance of sample 1 „LÄ3.24 mm, f vÄ0.768, d
Ä100 mm, and TÄ870 K…

Fig. 7 Comparison of measured and predicted spectral direc-
tional emittance of sample 2 „LÄ2.93 mm, f vÄ0.730, d
Ä200 mm, and TÄ917 K…
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fact that radiative transfer near the boundaries of the packed bed
might not be adequately represented by a continuous form of the
radiative transfer equation.

The good agreement between the predictions and the measured
data indicates that the method is reliable. It should be pointed out,
however, that such comparisons of emittance are of limited value
unless the specimens are prepared from the same material and
through the same process. Such factors as grain size and porosity
are expected to have a noticeable effect on emittance. Note that,
emittance is always considered as a surface property for opaque

materials; for non-opaque materials, it should be a volume prop-
erty. Since the flux emitted by a non-opaque medium carries
information about the medium, its internal behavior must also
be taken into account in order to predict directional emittance
accurately.

Fig. 8 Comparison of measured and predicted spectral direc-
tional emittance of sample 3 „LÄ2.94 mm, f vÄ0.689, d
Ä300 mm, and TÄ890 K…

Fig. 9 Comparison of measured and predicted spectral direc-
tional emittance of sample 4 „LÄ4.91 mm, f vÄ0.612, d
Ä400 mm, and TÄ888 K…

Fig. 10 Relative difference between measured and predicted
spectral directional emittance of sample 1 „LÄ3.24 mm, f v
Ä0.768, dÄ100 mm, and TÄ870 K…

Fig. 11 Relative difference between measured and predicted
spectral directional emittance of sample 2 „LÄ2.93 mm, f v
Ä0.730, dÄ200 mm, and TÄ917 K…
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Conclusions
In this paper, we described:

• an experimental methodology permitting to measure the di-
rectional emittance of packed-spheres system, and

• a theoretical approach to estimate the emittance of a packed
bed using fundamental physical parametersf v , d, rl .

The spectral directional emittance of an isothermal packed bed
of monodisperse, opaque, large spherical particles is measured
using a radiometric system. The spectral directional emittance is
predicted using a radiative model based on the discrete ordinates
method associated with the control volume method to solve the
radiative transfer equation. Dependent radiative properties used as
inputs to the radiative transfer equation are calculated from the
geometrical optics theory combined with a scaling factor. The
parameters used to find the uncorrelated radiative properties re-
lated to geometrical optics are determined from microscopic
analysis and a parameter estimation technique to determine the
hemispherical reflectivity of the material (rl). This estimation
approach uses experimental results of spectral bidirectional reflec-
tances obtained for several measurement directions for a given set
of samples, and theoretical reflectance obtained for the same mea-
surement directions as the experimental ones and for the same
samples.

The comparison of model predictions and experimental data for
packed-sphere bed shows good agreement with an error of less
than 11 percent; this error is on the same order of experimental
uncertainty. If the hemispherical reflectivity is identified and the
morphological parameters~porosity and grain size! of the packed
spheres are known, the model can be used to compute the direc-
tional spectral emittance. However, the compared values diverge
near grazing angles. This suggests that development of a more
detailed radiation model for packed-sphere system appears
warranted.
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Nomenclature

d 5 2r , particle diameter
F 5 quadratic difference
f v 5 volume fraction
I 5 intensity
L 5 thickness of a participating medium
N 5 number of directions in discrete ordinates method

~DOM!
p 5 phase function
R 5 reflectance
S 5 term source
T 5 absolute temperature
U 5 uncertainties
x 5 2pr /l, size parameter

Greek Symbols

b 5 extinction coefficient
u 5 direction of propagation as measured from the normal

of the sample
« 5 emittance
l 5 wavelength
g 5 scaling factor
m 5 cosu
r 5 particle hemispherical reflectivity
t 5 optical coordinate

t0 5 optical thickness of the sample
V 5 solid angle
v 5 albedo

Subscripts

b 5 blackbody
c 5 correlated
e 5 experimental

Fig. 12 Relative difference between measured and predicted
spectral directional emittance of sample 3 „LÄ2.94 mm, f v
Ä0.689, dÄ300 mm, and TÄ890 K…

Fig. 13 Relative difference between measured and predicted
spectral directional emittance of sample 4 „LÄ4.91 mm, f v
Ä0.612, dÄ400 mm, and TÄ888 K…
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t 5 theoretical
u 5 uncorrelated

Abbreviations

DOM 5 Discrete Ordinates Method
RTE 5 Radiative Transfer Equation
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Infinitesimal-Area Radiative
Analysis Using Parametric
Surface Representation, Through
NURBS
The use of form factors in the treatment of radiant enclosures requires the radiosity be
approximated as uniform over finite areas, and so when higher accuracy is required, an
infinitesimal-area analysis should be applied. This paper describes a generic
infinitesimal-area formulation suited in principle for any enclosure containing a trans-
parent medium. The surfaces are first represented parametrically, through ‘‘non-uniform
rational B-spline’’ (NURBS) functions, the industry standard in CAD-CAM codes. The
kernel of the integral equation is obtained without user intervention, using NURBS algo-
rithms, and then the integral equation is solved numerically. The resulting general-
purpose code, which proceeds directly from surface specification to solution, is tested on
problems taken from the literature.@DOI: 10.1115/1.1351168#

Keywords: Heat Transfer, Numerical Methods, Radiation

Introduction
As currently practiced, radiant enclosure analyses often involve

form factors, even though their use requires the approximation of
uniform radiosity over each individual surface of the enclosure.
This simplification means that there will be an error in the answer,
which can only be reduced by dividing the enclosure into progres-
sively smaller areas. Infinitesimal-area analysis eliminates this
drawback.

In this paper, by representing the surfaces parametrically, we
arrive at an explicit formulation of the two-variable integral equa-
tion associated with infinitesimal-area analysis. The kernel in this
explicit form is found to be ‘‘generic’’ in the sense that it has the
same general form regardless of the enclosure geometry. The ker-
nel can be obtained directly with algebraic steps that involve tak-
ing derivatives but not integrals. Such steps can be programmed in
terms of computer algebra, and for a given size grid, the whole
process can be made to proceed automatically from surface speci-
fication to solution.

Before reviewing the relevant literature, it is useful to distin-
guish between single and two-variable problems in infinitesimal-
area analysis. Single-variable problems are those which can be
reduced to solving an integral equation in one independent vari-
able, like the one iny(x)

y~x!5 f ~x!1lE
a

b

y~ t !k~x,t !dt, (1)

whereas for two-variable problems, the subject integral equation
is in two variables, like the one inz(x,y)

z~x,y!5 f ~x,y!1lE E
Ruv

z~u,v !K~x,y,u,v !dudv. (2)

In these equations~which are Fredholm integral equations of the
2nd kind!, k(x,t) and K(x,y,u,v) are the appropriate kernels.

Textbooks@1–3# have recognized the basic two-variable character
of the integral equations, although the specific solutions that they
report are for single-variable problems.

Infinitesimal-area analysis for single-variable problems was
first developed by Buckley@4,5#, who treated temperature-
specified circular-cylinders. Hottel and Keller@6# developed a nu-
merical technique, for treating cylindrical-enclosures of circular
and rectangular cross-section with adiabatic side-walls. By ne-
glecting radiosity variation around the rectangular cross-section,
they treated these enclosures as single-variable problems, which
strictly they are not. In other single-variable treatments, Sparrow
and Albers@7# and Sparrow et al.@8# analyzed the cylindrical
enclosures first treated by Buckley@4,5#, and Usiskin and Siegel
@9# treated the circular-cylinder with black, temperature-specified
ends and a heat flux-specified lateral surface.

Sparrow and Haji-Sheikh@10# were the first to treat two-
variable problems. They analyzed the problem of opposing square
plates separated by zero-radiosity side-walls. Later, the same au-
thors treated the two-variable problem of adjoining square plates
@11#, with again zero-radiosity walls forming the rest of the en-
closure. Their method was to solve the integral equation analyti-
cally, either using a variational method, or by use of ortho-normal
functions and least square minimization. Both of the two-variables
cases treated by Sparrow and Haji-Sheikh involved only two ra-
diating surfaces, both being flat.

Several other numerical methods, such as view-factor methods
and Monte Carlo methods@12,13# have been developed to treat
two-variable enclosure problems. Tan et al.@14# summarized
some of the more recent work, especially approaches developed
for treating enclosures containing participating media. To our
knowledge, however, none of these methods apply the
infinitesimal-area analysis method through the parametric repre-
sentation of the enclosure surfaces. There are some advantages to
this technique, as this paper will endeavor to demonstrate.

In this paper, after reviewing the parametric representation of
surfaces, we derive the general equations from which the kernel
for the two-variable problem can be obtained from the functions
defining the parametric representation. We then describe a general
method for solving the integral equation by numerical methods.
Taken together, these two steps have been implemented into a
single general code, and the code has been exercised on several
infinitesimal-area enclosure problems taken from the literature.

1Present address: The University of Texas at Austin, Department of Mechanical
Engineering, Austin, Texas, 78712-1063
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For representing surfaces parametrically, the non-uniform ratio-
nal B-splines, commonly called ‘‘NURBS’’@15,16#was adopted
for these test cases. This representation is widely-used in CAD-
CAM, and computer graphics, and the versatility of the existing
NURBS algorithms and its wide-ranging literature provides one of
the main attributes of the present approach. NURBS methods have
been devised to represent almost any engineering surface in a
compact, standardized formulation.

In the first part of this paper, the method is developed assuming
an ‘‘unobstructed’’ enclosure—that is an enclosure where the path
between any two-points on the enclosure surface is not blocked by
another part of the enclosure wall; in other words, every point on
the enclosure surface can ‘‘see’’ every other point. The exercising
of the method on test cases involving unobstructed enclosures is
reported next. An extension to obstructed enclosures is discussed
in the final section. This extension is, however, not exercised on
any test cases in the present paper, which is mainly aimed at
introducing the basic ideas of parametric representation, through
NURBS.

Infinitesimal-Area Analysis Through Parametric
Surface-Representation

Parametric Representation of Surfaces. Consider an enclo-
sure composed ofN diffuse-gray surfaces. For simplicity in rep-
resentation, a uniform emissivity is assumed over each surface,
but this is not a necessary requirement for the method. Each sur-
face is represented parametrically. In the case of thej th surface,
the parameters will be denoteduj andv j , so the representation is
expressed by

r5 Sj~uj ,v j !5Sj~uj !, (3a)

where r5 (x,y,z) is the position vector, two component vector
uj5(uj ,v j ), andSj5(Pj ,Qj ,Rj ) is a vector function ofuj and
v j . That is, to define the shape of thej th surface we write

x5Pj~uj !,y5Qj~uj !,z5Rj~uj !. (3b)

Parametersuj andv j are allowed to range over a restricted region
Ruv j in the (uj ,v j ) plane, and as they do so, the tip of the position
vector~with tail at the origin! carves out the surface in real space,
as shown in Fig. 1. Thus the three functionsPj , Qj , andRj and
the regionRuv j completely define thej th surface, both in terms of
its shape and its extent. The parametric representation of surfaces
is explained in greater detail in certain calculus texts, for example,
that of Adams@17#.

The boundary conditions can be expressed parametrically. Each
surface is assumed to have either a specified temperature distribu-
tion or a specified heat flux distribution. Thus, for any surfacej,
we have eitherTj5Tj (uj) or qs j5qs j(uj).

Radiosity Equation Under Parametric Representation. In
the present formulation, the infinitesimal areas are produced by

infinitesimal changes in parametersuk andvk . The infinitesimal
areadAk cut out on surfacek whenuk goes fromuk to uk1duk
andvk goes fromvk to vk1dvk is

dAk~uk!5Jk~uk!dukdvk , (4)

whereJk(uk) is the discriminant, given by

Jk~uk!5F S ]~Qk ,Rk!

]~uk ,vk!
D 2

1S ]~Rk ,Pk!

]~uk ,vk!
D 2

1S ]~Pk ,Qk!

]~uk ,vk!
D 2G1/2

,

(5)

where

]~Qk ,Rk!

]~uk ,vk!
5U ]Qk~uk!

]uk

]Qk~uk!

]vk

]Rk~uk!

]uk

]Rk~uk!

]vk

U (6)

and similar expressions applying for the other Jacobians in Eq.
~5!.

With such elemental areas, one can now express the radiosity
equation as follows:

qo j~uj !5Bj~uj !1Gj(
k51

N E E
Ruv,k

qok~uk8!K~uj ,uk8!duk8dvk8 , (7)

where forT-specified surfaces,

Bj~uj !5« jsTj
4~uj !, Gj5r j (8)

and forq-specified surfaces,

Bj~uj !5qs j~uj !, Gj51. (9)

The kernel,K(uj ,uk), in integral Eq.~7! is given by

K~uj ,uk!5
cosu j~uj ,uk!•cosuk~uj ,uk!Jk~uk!

pusjk ~uj ,uk!u2 , (10)

which is equal to the form factor fromdAj to dAk , divided by
dukdvk . ~If uj5uk ,K(uj ,uk) is set equal to zero.!The kernel can
be expressed in terms ofSj(uj) andSk(uk), as follows. The vector
sjk (uj ,uk) in Eq. ~10! connectsSj(uj) andSk(uk) and is given by

sjk ~uj ,uk!5Sk~uk!2Sj~uj !. (11)

The anglesuk andu j are the angles between vectorsjk (uj ,uk) and
the local unit-normal vectors on surfacej and k, respectively, as
shown in Fig. 2. Their cosines can, therefore, be found from ap-
propriate dot products. The unit-normal vectors are found from

Fig. 1 Parametric representation of an enclosure surface

Fig. 2 Geometry between two-infinitesimal areas
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n̂k~uk!5

F]~Qk ,Rk!

]~uk ,vk!
,
]~Rk ,Pk!

]~uk ,vk!
,
]~Pk ,Qk!

]~uk ,vk!
G

Jk~uk!
(12)

with a similar equation applying forn̂j(uj). Introducingêjk (uj ,uk)
and êkj (uj ,uk) as the unit vectors in the directionssjk (uj ,uk) and
skj (uj ,uk), respectively, the kernel can be rewritten as

K~uj ,uk!5
@ n̂ j~uj !•êjk~uj ,uk!#•@ n̂k~uk!•êkj ~uj ,uk!#

pusjk ~uj ,uk!u2 Jk~uk!

(13)

the unit vectors being given by

êjk ~uj ,uk!52êkj ~uj ,uk!5
sjk ~uj ,uk!

usjk ~uj ,uk!u
5

Sk~uk!2Sj~uj !

uSk~uk!2Sj~uj !u
.

(14)

Thus, once the enclosure surfaces are represented parametri-
cally, the kernel of the governing integral equations can be evalu-
ated by straightforward calculus operations. These operations can
be done automatically by using a computer algebra system, such
as MAPLE™ or Mathematica™. They can also be found directly
using NURBS algorithms, as will be described later.

Generalized Radiosity Equation. To get a form more con-
venient for numerical analysis, it is preferable to develop a gov-
erning equation containing one integral over the entire enclosure
rather than the sum ofN integrals over each enclosure surface, as
in Eq. ~7!. This is accomplished by mapping all of the separate
Ruv j regions onto a singleu-v plane by a series of linear trans-
formations. After mapping, these separate regions are combined
into a single regionRuv in theu-v plane, withRuv encompassing
the total enclosure surface. The mapping must be such that none
of theRuv j regions overlap after mapping, but by a suitable choice
of transformation parameters, this can always be arranged. The
entire enclosure is now represented by a single~piece-wise!para-
metric equation and so Eq.~7! can be simplified to

qo~u!5B~u!1G~u!E E
Ruv

qo~u8!K~u,u8!du8dv8, (15)

whereB(u)5Bj (uj) and G(u)5Gj when u lies on the j th part
Ruv . The procedure for finding the generalized kernelK(u,u8) is
to first determine the two regions on theu-v plane on whichu and
u8 lie ~say they are thej th andkth, respectively!. One then re-
verse mapsu into uj andu8 into uk8, and then equatesK(u,u8) to
K(uj ,uk8). A similar reverse mapping applies for gettingB(u) and
G(u).

Single-Variable Enclosure Problems. As was mentioned in
the Introduction, most previous applications of infinitesimal-area
analysis has involved single-variable problems, and it is useful at
this stage to express that formulation in terms of the present for-
mulation. For single-variable problems, there will be a known
way of parameterizing the surface~surface parameterization is not
unique!such that the radiosity distribution is a function of only
one of the parameters, sayu, rather than two-parameters,u andv.
If the temperature, specified heat-flux and emissivity are constant
with respect tov, then qo , G and B are dependent only onu.
Equation~15! can be simplified by splitting the double integral
into two separate integrals overu and v, and extractingqo(u8)
from the inner integral, to give

qo~u!5B~u!1G~u!E
a

b

qo~u8!F E
g~u8!

h~u8!
K~u,u8!dv8Gdu8,

(16)

where g(u) and h(u) are the bounding functions ofRuv . The
inner integration is carried out to yield a new kernelk(u,u8),
appropriate for single-variable enclosures:

k~u,u8!5E
g~u8!

h~u8!
K~u,v,u8,v8!dv8. (17)

It is to be noted that according to the right hand side of Eq.~17!,
we might expectk(u,u8) to be a function ofv as well asu and
u8, but it is clear from Eq.~16! that this must not be the case. This
means that the integral equation can be re-written as

qo~u!5B~u!1G~u!E
a

b

qo~u8!k~u,u8!du8 (18)

which is the single-variable radiosity equation.

Numerical Solution of the Integrated Equation. Analytical
solutions to the integral equations are ordinarily not possible, and
numerical methods must be employed to find the radiosity distri-
bution. First, the parametric regionRuv is discretized into a grid of
n elements, each centered at (ui ,v i) with a length ofDui and a
width of Dv i , as illustrated in Fig. 3.~Figure 3 presupposes that
the sub-regions are rectangular, which is always possible with the
NURBS representation adopted here.! Each discrete element on
Ruv corresponds to a finite area element of the surface of the
enclosure. Equation~15! can now be rewritten by approximating
the integral by a summation of the contributions from all the dis-
crete elements onRuv :

qoi5bi1gi(
k51

n

qokKikDukDvk , (19)

wherebi5B(ui), gi5G(ui), and Kik is the kernel function be-
tween elementsi and k, i.e., Kik5K(ui ,uk). Writing Equation
~19! on each element results inn simultaneous equations that can
be rearranged into the matrix equation

Aqo5b. (20)

Equation~20! is solved for increasingly large values ofn, and one
thereby infers the asymptote asn→`.

In general, matrixA is found to be dense, because radiation
transfer occurs between almost all elements of the enclosure.
Therefore, it is preferable to use an iterative solver in order to
obtain a solution expediently. However, if the enclosure contains
at least oneq-specified surface, matrixA is no longer diagonally
dominant. For these problems, it is necessary to apply under-
relaxation to the iterative solver or to employ a direct solver@18#.

Implementation
To validate this method, the algorithm was applied to some

problems considered previously in the literature. A personal com-
puter with a Pentium II™ 233 MHz processor and 96 megabytes
of RAM was programmed in C11.

Fig. 3 Discretization of Ruv
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Method. The enclosure surfaces were parameterized using
NURBS algorithms. Accordingly, the individual parametric equa-
tions were all ratios of polynomial functions of parametersuj and
v j . For example, the Fig. 4 shows the NURBS representation of a
quarter-cylinder. Detailed treatments of NURBS are given by
Piegl and Tiller@15# and Farin@16#. Using NURBS algorithms it
is possible to readily code analytical representations for the partial
derivatives in Eqs.~6! and ~12!, without the use of a computer
algebra program like MAPLE; the derivatives are also ratios of
polynomial functions.

In the problems treated in this section, each region ofRuv was
subdivided into the same number of elements. The division lines
were always parallel to theu or v axis and equally spaced, with
Du5Dv. Also, to increase the accuracy of the solution for a
given number of elements~grid size!, the summation rule for form
factors was enforced, as follows. The sum of all the kernels in any
row, say thei th, multiplied by their corresponding area elements
in Ruv is a numerical approximation of the point form factor from
point (ui ,v i) to the rest of the enclosure, and it should therefore
equal unity. That is,

(
k51

n

KikDukDvk'E E
Ruv

K~ui ,uk!dukdvk51. (21)

Due to discretization error, however, the sum in Eq.~21! is not
precisely unity. The summation rule can be enforced by introduc-
ing a weighting factor,wi , defined as

wi5
1

(
k51

n

KikDukDvk

(22)

and then multiplying each off-diagonal element of thei th row
with wi . The diagonal elements of the modified matrixA are kept
equal to unity.

To further increase the solution accuracy, Richardson extrapo-
lation @19# was implemented whenever possible, as follows. The
exact analytical solution,F` , is composed of the numerical so-
lution, Fn , obtained withn elements, plus a discretization error
«n , so thatF`5Fn1«n . According to the extrapolation method,
the discretization error is assumed to be a power function of the
number of elements used to obtain the numerical solution: i.e.,
«n'anp. If the number of elements is systematically increased in
a geometrical way, it is possible to evaluate the discretization
error and thus approximate the exact solution. In particular, if
three successive grid refinements haven15abc, n25ab2c and
n35ab3c elements~wherea, b, andc are constants!,p is found
from

p5

logS Fab2c2Fab3c

Fabc2Fab2c
D

log~bc!
, (23)

and the exact solution is then approximated by

F`'Fabc1
Fabc2Fab2c

~bc!p21
. (24)

Richardson extrapolation can only be used when successively
larger values ofn result in a monotonic series forFn .

Validation and Demonstration of Method. Sparrow et al.
@8# determined the total heat transferQo emanating from an
isothermal-cylindrical cavity at temperatureT, as shown in Fig. 5,
expressing their results in terms of the apparent emissivity, de-
fined by«a54Qo /(pD2sT4). Using the method described in the
previous section, the radiosity distribution for enclosures with a
L/D ratio of 0.25, 0.5, 1, 2, and 4, and a wall emissivity of 0.5,
0.75, and 0.9 was obtained, and the corresponding apparent emis-
sivities calculated. Each surface being temperature-specified, a
Gauss-Seidel algorithm was used to solve for the radiosity distri-
bution. The solution at a given grid size was considered to have
converged when the relative difference between the radiosity val-
ues of successive iterations was less than 1026, at all grid
locations.

The most refined grid hadn53072, and these results are com-
pared with the results of Sparrow et al.@8# in Table 1. With the
exception of the case ofL/D54 and «50.5, the discretization
error diminished monotonically with successive values forn,
which permitted Richardson extrapolation to be used to estimate
the exact solution. These results are also summarized in Table I.
In each case, the solutions obtained atn53072 were within 0.3
percent of the published solution and the solutions obtained with
Richardson extrapolation were all within 0.1 percent of the pub-
lished results.

In another study, Usiskin and Siegel@9# determined the radios-
ity distribution along the length of various circular cylinders. The
first problem they considered was a heated cylinder with black
end-walls set to 0 K, as shown in Fig. 6. The radiosity distribution
was expressed non-dimensionally in terms ofFq* (x/L), where
Fq* (x/L)5qo(x/L)/qs . The second problem was an adiabatic
cylinder with one end-wall set to 0 K, as shown in Fig. 7. For this
problem, the radiosity distribution was expressed in terms of
F(x/L), whereF(x/L)5qo(x/L)/sT4.

In both cases, cylinders withL/D ratios of 1 and 4 were tested.
Because the enclosures contained a surface with a specified heat-
flux, LU decomposition was used to invert the coefficient matrix.
The distributions ofFq* (x/L) andF(x/L) found using the present
method agreed with the published data. A cubic spline was fit to
the data points obtained at the highest level of refinement (n
53072) to approximate a continuous radiosity distribution. Radi-
osity values corresponding to the locations of the published data
points were then obtained by interpolation and extrapolation. The
data for the heated cylinder is summarized in Table 2, and the data

Fig. 4 Quarter cylinder representation in NURBS

Fig. 5 Isothermal, cylindrical enclosure analyzed by Sparrow
et al. †8‡
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for the adiabatic cylinder is summarized in Table 3. In all cases,
the radiosity distribution obtained with the two-dimensional algo-
rithm is within 1 percent of the published data.

The problems analyzed by Hottel and Keller@6# included esti-
mating the heat lossQo1 through a cubical hole, as shown in Fig.

8. They expressed the results in terms of the non-dimensional total
radiation heat transfer,F01, defined by F015Q01 /(As(T0

4

2T1
4)), whereA is the area of the hole cross section andT1 and

T2 are the temperatures on each side of the hole. Hottel and Keller
treated the problem as one-dimensional by neglecting radiosity

Fig. 6 Heated cylinder with end walls at 0 †K‡, Usiskin and Siegel †9‡

Fig. 7 Adiabatic cylinder with end walls of different temperature, Usiskin and Siegel †9‡

Table 1 Comparison of «a with results of Sparrow et al. †8‡
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variation along the circumference of the hole. In the present solu-
tion, the matrix was inverted through LU decomposition, and Ri-
chardson extrapolation was implemented to approximate the con-
verged solution. The results are summarized in Fig. 9. The
Richardson-extrapolated solution was within 0.6 percent of the
solution obtained by Hottel and Keller@6#, well within the accu-
racy of this published value.

Computational Effort. The computational effort required to
solve for the radiosity distribution depended on the enclosure ge-
ometry and the boundary conditions. Generally, the hardest prob-
lems to solve were enclosures that containedq-specified surfaces,
T-specified surfaces with low emissivites, or a large number of

surfaces that joined at angles of 90 deg or less. For example, the
T-specified cylinder treated by Sparrow et al.@8# required only
3072 elements~about one hour of CPU time!to obtain a solution
within 0.3 percent of the published solution. The cubical enclo-
sure treated by Hottel and Keller@6# was far more difficult, re-
quiring 6144 elements to obtain a solution within 0.6 percent of
the published solution. Whenever applicable, Richardson extrapo-
lation significantly reduced the computational effort. In the prob-
lem treated by Sparrow et al.@8#, the solutions obtained with Ri-
chardson extrapolation were typically an order of magnitude in
better agreement with the published solutions, compared with the
solutions obtained at the highest level of grid refinement.

The computational effort required to yield the present solutions
was very much greater than what would have been required if the
problems had been posed and analyzed as single-variable prob-
lems, as was done by the previous workers. In this case, a solution
obtained usingn elements has approximately the same accuracy
as a solution obtained withn2 elements, if the enclosure was
treated as a two-variable problem. On the other hand, if the prob-
lem statement were altered slightly, say, in the case of the cylinder
to make the temperature vary with circumferential as well as axial
position, then the single-variable solution could not be used. Also,
the parallelepiped enclosures of Hottel and Keller@6# really re-
quired the two-variable solution for fully realistic modeling.

Enclosures With Obstructions

Problem Statement. In practice, many enclosures contain
obstructions — i.e., the path between some pairs of points is
blocked by intervening surfaces, as in Fig. 10~a!. This possibility
has been ignored in earlier sections, and we now discuss its inclu-
sion. We first derive the form that the radiosity equation takes
when there are obstructions within the enclosure. The effect of
obstructions can be accommodated by introducing a special mul-
tiplier, b(u,u8), in front of K(u,u8) in Eq. ~15!, so that the actual
kernel of the integral equation isb(u,u8)K(u,u8), rather than
K(u,u8) itself. The ‘‘blockage factor,’’b(u,u8), will either be
zero or unity depending on whether another part of the surface
blocks the path between the point atu andu8.

To provide a more precise mathematical statement of this con-
dition, we first lets(u,u8) represent the vector connecting two
arbitrary points on the enclosure surface located atu and u8,
respectively, and letê(u,u8) denote the unit vector in the direction
s(u,u8): ê(u,u8)5s(u,u8)/us(u,u8)u. We can now express
b(u,u8) as follows:b(u,u8)50 if and only if there exists at least
one point,u* , in Ruv that satisfies the following:

ur ~u* ,u!u,ur ~u8,u!u and ê~u* ,u!"ê~u8,u!51; (25)

if u* does not exist,b(u,u8)51. It is clear that ê(u,u* )
•ê(u,u8) is the cosine of the angle betweenê(u,u* ) andê(u,u8),
so by equating this dot product to unity~the second condition!, we
are ensuring that the point atu* is aligned with the path connect-
ing u and u8. Also, the first condition ensures thatu* is in the
foreground, so it does indeed obstruct the path.

Fig. 8 Enclosure treated by Hottel and Keller †6‡

Fig. 9 Grid refinement study for the problem of Fig. 8

Table 2 Comparison of Fq* with Usiskin and Siegel †9‡

Table 3 Comparison of F with Usiskin and Siegel †9‡
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Finding the Blockage Factor. In the discretized form of the
radiosity equation, Eq.~19!, there will be ab ik in front of Kik ,
and we will need to check for the existence ofu* between only a
finite number of pairs of points.~The actual number isn(n21),
or essentiallyn2.! There are a number of possible approaches.
Most involve ray-tracing; that is, one looks for an intersection of
the ray connectingu andu8 with the enclosure, atu* . Generally,
checking for the intersection of a ray and a higher-order surface,
such as a NURBS surface, will be computationally expensive if
one does this by substituting the equation for the ray into the
equation for the surface and then applies a numerical root-finding
procedure in two unknowns, making sure that all the possible
roots have been accounted for. Another way is to check for inter-
section of the ray with each of then surfaces formed in the nu-
merical solution of the radiosity equation — that is, then elemen-
tary surfaces cut out by the changeDu in u and Dv in v. Each
surface of these surfaces can be approximated as a small planar
region whose normal is the surface normal at the center of the
element. Checking for intersection of a ray with a planar region
demands the manipulation of linear equations and is therefore not
computationally demanding in itself, but the check would have to
be made as many asn22 times per pair, and since there are
roughly n2 pairs, up to aboutn3 intersection checks will have to
be made in all. If~as was roughly in the case of the case studies
reported earlier!the value ofn is 3000, there will be up to 27
3109 checks for the entire enclosure, and so this checking could
be very computationally demanding. An advantage of this ap-
proach is that when one increasesn as part of the grid refinement
study, one automatically increases the fidelity by which the planar
elemental areas models the real elemental areas, so one grid re-
finement study will account for both types of deviations from
reality.

Methods Based on Computer Graphics. Highly efficient
ray-tracing algorithms have been developed in the computer
graphics field, to resolve the problems associated with creating
life-like images in a time-efficient manner. While much of the
early development in computer graphics had been based on divid-
ing the real surfaces~even if curved!into planar elementary sur-
faces@20#, there has been considerable recent work on parametriz-
ing curved surfaces with higher order equations~such as in

NURBS!, because this approach means that many fewer elemen-
tary surfaces are required to follow real surface closely. This ap-
proach has stimulated further work on ray-tracing for curved sur-
faces, especially NURBS representations@21#. The associated ray-
tracing algorithms can be adapted directly for analysing thermal
radiation problems.

A recent development by Qin et al.@21# has advanced the state-
of-the-art of ray-tracing NURBS surfaces. The general method is
illustrated in Fig. 10. First, all the NURBS surfaces are repeatedly
sub-divided — by a special NURBS process called knot insertion
— and a close-fitting trapezoidal prism is then formed around
each sub-surface, as in Fig. 10~b!. This process is repeated until
the height of each trapezoidal prism, measured in a local co-
ordinate system fixed to the corresponding sub-surface, is below a
pre-set tolerance. For each relevant pair of pointsu and u8, the
connecting ray is checked for possible intersection with each and
every trapezoidal-prism. If an interception occurs, there is a very
high probability that the actual surface has also been intercepted
in that region. As a further check, the corresponding sub-surface
are checked for intersection by solving a system of two non-linear
equations with two unknowns, for which Qin et al. provide a
highly efficient algorithm based on Newton’s Method.

Compared to the method of checking each of then surface
elements arising in the numerical solution to the integral equation,
this technique has the advantage of requiring considerably fewer
sub-surfaces than the number of area elementsn used to solve the
integral equation, so checking sub-surfaces is much less time-
consuming than checking area elements. Compared to the method
of substituting the equation for the ray into the higher-order equa-
tion for the surface and then using a numerical root-finder, Qin
et al.’s technique has the advantage that on the rare occasion that
higher-order root-finding must be used, there will be an excellent
first guess~say the center of the trapezoidal prism! for the starting
value for the iterative process and since it is highly unlikely that
the relatively small and flat sub-surfaces have multiple roots, it
will not be necessary to check for multiple roots. Thus, the Qin
et al. technique is a combination of the two techniques, that is in
general much less computationally-demanding than either taken
alone, as is demonstrated in sample problems solved by these
workers. It should be noted that if one or more of the enclosure
surfaces are flat~a common occurrence in engineering enclo-
sures!, there is only one sub-surface to check for that enclosure
surface, as the subdivision process would automatically test the
surface itself for flatness before subdividing.

In the implementation of the Qin et al. method on a thermal
radiation problem, one will have two degrees of freedom on
which the time for execution will depend: the numbern and the
pre-set toleranced associated with approximating the sub-surface
by a plane~the height of the trapezoidal prism!. The computed
answer for a givenn should not effect the answer, only the execu-
tion time. By trial and error, at relatively low settings forn, one
should be able to roughly establish the value ofd that minimizes
the execution time at thatn, and one could keep to that value
afterwards as the grid refinement study proceeds.

Conclusions
Parametric surface representation permits a formalism by which

the radiosity distribution within enclosures can be determined ex-
pediently in a generic infinitesimal-area analysis technique. The
first step is to represent each enclosure surfaces parametrically,
through non-uniform rational B-splines~NURBS! functions. The
kernel of the governing integral equations can then be derived
automatically by special NURBS algorithms, and the integral
equations so formulated. These equations can then solved by nu-
merical methods to yield the radiosity distribution. Once a suitable
method for determining the blockage factor has been incorporated
into the kernel of the integral equation, this basic approach would

Fig. 10 Treatment of enclosures with obstructions †21‡: „a… an
enclosure with an obstruction; „b… surfaces are initially split to
form sub-surfaces „a trapezoidal prism is constructed around
each subsurface …; „c… each trapezoidal prism is checked for ray
intersection; „d… if a ray intersects a trapezoidal prism, the cor-
responding sub-surface is checked for ray intersection by find-
ing u * through Newton iteration
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appear to be applicable to any transparent enclosure geometry —
including geometries having obstructions — without modifying
the basic algorithm.

Arriving at suitable parametric surface representations should
not pose a large problem, provided some preliminary work has
been done. Engineers and other radiant analysts are accustomed to
using tables of form factors, and it is possible that they could also
become equally accustomed to using tables of the NURBS-type
parametric surface representations of the common engineering
surfaces. Such tables need not be so extensive, because one needs
the parametric representations for individual surfaces, not for the
pairs of surfaces needed for form factors. The tables could also be
made part of a computer file, in which case the surface parameter-
ization could be transparent to the user, who would simply select
the surface from a menu. NURBS algorithms also permit repre-
sentation of non-standard surfaces, working, say, from a set of
surface co-ordinates. Once the parametric surface representation is
set up, the remaining steps in the enclosure solution can be made
to proceed directly.
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Nomenclature

A 5 matrix in Eq.~20!
Aik 5 element ofA matrix $ for iÞk Aik52giK(ui,uk)DukDvk

for i 5k Aik51

B(u) 5 see Eqs.~8! and ~9!
b 5 column vector containingb1 ,b2 ,...bn
bi 5 B(ui)

dAj (uj ) 5 infinitesimal area element
êjk(uj,uk) 5 unit vector in the directionr jk , Figure 2

F01 5 dimensionless heat transfer in enclosure of Fig. 8
G(u) 5 generalized reflectivity term

Gi 5 see Eqs.~8! and ~9!
g 5 Column vector containingg1 ,g2 ,...gn

gi 5 G(ui)
Jj (uj) 5 surface discriminant, see Eq.~4!

K(u,u8) 5 kernel function of a two-variable integral equation
k(u,u8) 5 kernel function of a single-variable integral equa-

tion
N 5 number of enclosure surfaces
n 5 number of discrete elements

n̂ j (uj) 5 unit normal vector atuj
Pj (uj) 5 x-component ofSj(uj)

p 5 exponent for Richardson extrapolation, Eq.~23!
T(u) 5 temperature atu, K

Qj 5 total heat leaving surfacej
Qj (uj) 5 y-component ofSj(uj)
qo(u) 5 radiosity atu, W/m2

qo 5 column vector containingqo1 ,qo2 ,...qon
qs(u) 5 imposed heat flux atu, W/m2

r 5 position vector
sjk (uj ,uk) 5 vector fromSj(uj) to Sk(uk), Fig. 2

Rj (uj) 5 z-component ofSj(uj)
Ruv 5 parametric region onu-v plane

Sj(uj) 5 parametric vector function defining a surface in
three-dimensional space

u,v 5 parameters for surface representation
u 5 two-component vector equivalent to~u,v!

wi 5 weights used to enforce summation rule, Eq.~22!
« 5 emissivity

«a 5 apparent emissivity
r 5 reflectivity
F 5 non-dimensional radiosity distribution within a

heated cylinder
Fq* 5 non-dimensional radiosity distribution within an

adiabatic cylinder
u jk 5 angle betweenêjk and n̂ j , Fig. 2

Subscripts and Superscripts

i, k 5 discrete element indices
j, k 5 surface indices

N 5 number of elements
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Nucleate Pool Boiling From
Coated and Spirally Wrapped
Tubes in Saturated R-134a and
R-600a at Low and Moderate Heat
Flux
Pool nucleate boiling heat transfer experiments from coated surfaces with porous copper
(Cu) and molybdenum (Mo) and spirally wrapped with helical wire on copper surfaces
with micro-roughness immersed in saturated R-134a and R-600a were conducted. The
influence of coating thickness, porosity, wrapped helical angle, and wire pitch on heat
transfer and boiling characteristics including bubble parameters were studied. The en-
hanced surface heat transfer coefficients with R-600a as refrigerant found are 2.4 times
higher than those of the smooth surfaces. Photographs indicate that the average number
of bubbles and bubble departure diameters has been found to increase linearly with heat
flux, while the bubble diameters exhibit opposite trend in both refrigerants. Furthermore,
the heat transfer of the boiling process for the present enhanced geometry (coated and
wrapped) was modeled and analyzed. The experimental data for plasma coating and
spirally wrapped surfaces were correlated in terms of relevant parameters, respectively to
provide a thermal design basis for engineering applications.@DOI: 10.1115/1.1351818#

1 Introduction
Many water chillers of the centrifugal type have evaporators

utilizing a flood type of operation whereby the water is circulated
through the tube and refrigerant evaporated on the shellside of the
tubes which is an area of nucleate boiling. While designing the
evaporator of such a system, one must be able to accurately pre-
dict the boiling heat transfer coefficients of the refrigerants used.
However, the prediction of the heat transfer coefficient is difficult
because the boiling phenomenon is rather complex and is influ-
enced by many variables, such as surface conditions, heater size,
geometry, material, and refrigerants, etc. In addition, most refrig-
eration systems are expected to perform at a high coefficient of
performance and energy efficiency. One method of achieving this
goal is to enhance the boiling heat transfer coefficient between the
refrigerant and the heat source in the evaporator.

Various methods of enhancing nucleate boiling heat transfer
have been described by Thome@1# which provided a comprehen-
sive survey, and discussed the fundamental phenomena of boiling
on enhanced surfaces. These surfaces can take a number of forms
from simple low integral fins with varying fin profile to more
complicated re-entrant cavity type surfaces such as structured and
porous coated surfaces. Moreover, various materials have been
attached to the surfaces of plates and wound on tubes in an at-
tempt to augment nucleate pool boiling heat transfer such as wires
for both wetting ~metallic! and non-wetting~nylon! conditions
~see Thome@1#!. Although a considerable amount of published
data exists in the literature on nucleate boiling enhancement, little
study has been done on the effects of plasma coating techniques
as well as wire spirally wrapped on these surfaces. Recently,
Hsieh and Weng@2# reported a study of nucleate pool boiling
from plasma coated surfaces in saturated R-134a and R-407c.

In recent years, environmental concerns over the use of CFCs
as working fluids in refrigeration and air-conditioning plants have
led to the development of alternative fluids. Among these alterna-
tives, R-134a and R-600a are used as a replacement for the com-

monly used CFC-12. Moreover, considerable effort has recently
been made to find ways to design more compact and efficient
evaporators for the process and refrigeration industries based on
CFCs/non-CFCs. Industries are currently undergoing a massive
conversion process from CFC to HFC~like R-134a!or HC ~like
R-600a!. The conversion establishes a need for refrigerant data on
the replacement refrigerants such as R-134a and R-600a used in
this study. The objective of this paper is to develop a surface
treatment with coating and/or wrapped process that will provide
high heat transfer rates in nucleate pool boiling and to enlarge the
pool boiling data for alternative refrigerants of R-134a and
R-600a. Moreover, the entire heat transfer of boiling process for
the present enhanced tubes was also modeled.

2 Analysis
One of the objectives of the present study is to model the heat

transfer of the boiling process for the present enhanced geometry.
Following Hsieh et al.@3#, the present boiling phenomena can be
analyzed as follows: The heat transfer model proposed for this
study involves the thermal layer forming at the nucleation sites
between periods of bubble nucleation and thin film evaporation, a
turbulent natural convection mechanism taking place in the re-
gions uninvolved in bubble nucleation. Model verification was
performed through nucleate pool boiling experimental data for the
present enhanced geometries for two different working fluids of
R-600a and R-134a.

To accomplish these aforementioned tasks, the following work
was conducted~1! modeling for heat transfer mechanism was de-
veloped using the model in which there are natural convection,
transient conduction, and microlayer evaporation on boiling heat
transfer, and~2! verification of boiling heat transfer model using
both R-600a and R-134a was conducted. Detailed model descrip-
tion can be found in Hsieh et al.@3#.

3 Experimental Setup and Procedure

3.1 Test Facility and Test Section. The experimental ap-
paratus for the study is shown in Fig. 1. It consists rectangular
container with the dimensions of 30033703200 mm made from
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stainless steel, a stainless steel side panel provided with ports for
electric wires, a pressure gauge and thermocouples, a vacuum
pump, a reflux condenser, auxiliary heaters, and a test section
support. Insulation was peripherally provided on the outside of the
tank. The evaporator tube was designed to simulate a portion of a
typical rod in refrigerant-flooded evaporator. It was fabricated
from a copper tube. The test specimen is soldered to a flange at
one end of the tank. The copper tubes were 20 mm in outer di-
ameter, with an inner diameter of 12 mm. Each cartridge heater
was 220 mm long with an actual heated length of 210 mm and

11.95 mm in diameter with a maximum power output 378W and
was inserted into the copper tube. Thermal contact between the
heater and the tube is enhanced by applying a two walled structure
~Mgo1stainless steel!of heat sink compound on the heater before
installing it in the tube. The test section included both smooth and
treated surfaces. The dimensional specifics of the surfaces treated
and given in Table 1.

The eight test specimens studied had the general characteristics
shown in Fig. 1. Four holes of 1.2 mm diameter and 55 mm deep
were drilled at each end of the tubes at 90 deg intervals with the

Fig. 1 Pool boiling apparatus setup: „a… test section; „b… thermocouple positions and test specimen

258 Õ Vol. 123, APRIL 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



axis within about 1.2 mm of the smooth surface for insertion of
wall temperature thermocouples. The tubes with coating surfaces
were provided by Metal Industrial Research and Development
Center~MIRDC! of Taiwan.

The porosity~«!, thickness of porous layer~d! and mean pore
diameter~h! of the coated surfaces were calculated according to
photographs of the polished samples using an image analysis soft-
ware like OPTIMAS provided by Industrial Technology Research
Institute ~ITRI! of Taiwan, and the surface roughness~Ra! was
measured by a profile measuring device and a readout by a Surfer
order SE-3000 developed by Lusaka Laboratory Ltd. The detailed
characteristics of the coated surfaces and the dimensions of the
tubes tested are also listed in Table 1. Note that even smooth
surfaces have a micro-roughness.

The bubble development process was viewed through a gated,
intensified, high-resolution CCD video camera~JVC Model CCD
Gr-DVM70! in a direction normal to the test tubes. Video imaging
system was used to record and capture the images of vapor bubble
above~about one bubble diameter to warrant the bubble departure
completely!the heated surface. This system is capable of shutter
speeds up to 1/500th of a second and can provide images at a
speed of 30 frames per second with an aperture of F8 and a time
delay between two frames smaller than 50 nanoseconds.

This indicates that the camera provides capability to ‘‘freeze’’
the growing and departure bubbles on the heating surfaces every
1/30 s. Successive frames are individually viewed to determine
the number of bubbles, the bubble departure diameters, and the
bubble departure frequencies. The video image was magnified by
a factor of 5 using a focal length of 16 cm. The lighting provided
by one LPL-BROM CINE 500W floodlight was filtered through a
diffuser for the video photography. Video images were synchro-
nized and transferred to an IBM 586 PC, where they were digi-
tized by a frame grabber board and analyzed by image processing
software. This commercially available~MGI Video Wave III,
Canada!with custom-modified software can rapidly obtain the
vapor characteristics above the heated surfaces for the number,
sizes, frequencies of bubbles, and the motion analysis of the se-
lected sites for a sequence of images.

Calibrated copper-constantan~T-type! sheath thermocouples of
diameter 1.1 mm were employed to measure the wall temperature.
To minimize longitudinal heat conduction, silicon rubber and De-

von five minute epoxy glue mixed with polystyrene foam were
applied at the ends for the use with R-600a and R-134a. The
liquid temperature in the container was measured by two thermo-
couples placed 20 mm below the free surface of the liquid and
were positioned midway and the end along the tube. The tempera-
ture difference between these two points was between60.1 °C at
the maximum power input. Another two thermocouples were used
to measure the vapor temperature and was positioned midway
along the tube about 10 mm and 105 mm, respectively above the
liquid surface.

Table 1 The specifications and dimensions of treated surfaces

Table 2 Properties of R-134a at 18 °C, 537.06 kPa „data from
ICI…, R-600a at 18 °C, 283.91 kPa „data from ASHRAE…
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3.2 Working Fluid Used. The working fluid enhancement
technique and its preparation used in the present experiments
were R-600a and R-134a. The properties of R-600a or R-134a
supplied by ICI ~Imperial Chemical Industries! Chemicals
and Polymers Limited and ASHRAE~American Society of
Heating, Refrigeration and Air Conditioning Engineers! are

given in Table 2. During all the tests, the saturation temperature
was kept near 18 °C. It is found that there is a higher latent
heat value for R-600a as compared to that of R-134a. So is the
surface tension. Using R-600a to replace R-134a seems promising
in the near future if the flammability problem of the R-600a can
be solved.

Fig. 2 SEM photographs „Ã1000 and Ã5000… of enhanced tube microstructure

260 Õ Vol. 123, APRIL 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3.3 Enhanced Surface Preparation. Two types of en-
hancement techniques were used; one is plasma coating and one is
wire spirally wrapping. For plasma coating, a scanning electron
microscope ~SEM! image of several typical treated surfaces
including smooth surfaces with micro-roughness is depicted in
Fig. 2.

The substrate material used in the present study is copper. The
surfaces of the test copper tubes were first polished by an emery
paper~No. 500!. Plasma spraying of Cu (k5401 W/mK!and Mo
(k5138 W/mK!was carried out using PT-F4 plasma gun at 28 to
52.5 kW power for the purpose of observing any effect that may
be produced by differences in thermal conductivity of the sub-
strate material. The plasma jet is about 5 to 10 cm long and the
nozzle-substrate distance is about 14 cm. The carrier gas is Ar1
H2 flowing typically at 41 min21. Helium was added to increase
gas flow and Cu and Mo powders with grain sizes 45 to 135mm
were used. The plasma condition was: a 750 A current, a 310 g
h21 powder feed rate, a substrate temperature of 200 °C and a 14
cm spraying distance. Two tubes were wrapped with 0.1 mm di-
ameter copper helical wire with/without coating. The wires were
carefully wrapped so as to be in tight contact with the heating
surface. Before starting each experiment, the heating surface was
again polished with No. 1000 emery paper to obtain the same
surface condition for all runs. Table 1 gives more detailed data
regarding the three types of surface treatments in the present
study. Three smooth tubes and two coated tubes were also
wrapped with 0.1 mm diam. copper wire. The helical angle was
defined asu5tan21p/pdo, wheredo is the smooth tube outside
diameter andp is the pitch of wire~u52 deg, p51.97 mm;u
51.5 deg,p51.48 mm; andu51 deg,p50.99 mm!.

3.4 Experimental Procedure. Prepared test sections were
cleaned with chlorinol and water and finally, with acetone. The
tank was cleaned with acetone before each run. Once the evapo-
rator tube was installed, the system was evacuated to a pressure of
about 30 Pa. If no leaks were detected over a 24 h interval, the
evaporator was charged with the washing fluid from a reservoir to
a level of 60 mm above the top of the tube. This resulted in a
vapor pressure of 537.06 kPa~R-134a!and 283.91 kPa~R-600a!,
respectively.

The power was given to the pool to degas the test fluids,
R-134a and R-600a, at heat flux of 30 kW/m2 for 1.5 h and 1 h,
respectively. The saturation temperature at the measured pressure
was compared to the pool temperature measured by the thermo-
couple. The power supplied to the test section was gradually, and
slowly, reduced to zero. The test pool was maintained close to the
saturation temperature with an auxiliary heater for about 40 min;
then it was switched off to minimize convective effects. The heat-
ing power supplied to the test section was slowly and gradually
increased to nearly 30 kW/m2. Both increasing and decreasing
heat flux data were taken in order to obtain more accurate data and
to observe boiling hysteresis. For the decreasing data, the heat flux
was reduced from 30 kW/m2 in pre-determined steps by means of
a variac. It generally took about 30 min to achieve steady condi-
tions after the power level was changed.

During all the tests, the saturation temperature was kept near
18 °C for both R-134a and R-600a supplied by ICI and ASHRAE,
respectively. More detailed relevant properties of the refrigerants
in this study are given in Table 2. The liquid level was kept
approximately 60 mm above the test tube. All the data were ob-
tained and reduced with a computer-controlled data acquisition
system.

3.5 Precautions Taken During Experiments. In measur-
ing boiling heat transfer coefficients, great care must be exercised
to ensure good accuracy. The following lists are those precau-
tions:

1 The pool temperature was compared to the saturation tem-
perature corresponding to the measured saturation pressure for

refrigerants. This ensures that there are no noncondensibles in the
container. It also verifies that there is no subcooling in the liquid
pool within 60.2 °C.

2 To ensure that the correct wall temperature was measured, a
tightly pressed thermocouple was put onto the wall of a sleeve
insert with thermal jointing compound applied to the tube. In ad-
dition, a three-dimensional heat transfer model was employed to
correct the wall temperature measured~i.e., to minimize the con-
ductance and capacitance effect! to obtain a more accurate~or
nearly true!wall temperature. Consequently, 0.1 °C accuracy was
expected.

3 The heater was tested for circumferential uniformity of heat
flux. Nonuniformities in the heat flux were smoothed out followed
the methodology described in Hsieh and Weng@2#.

4 Precautions were taken against aliasing and overlapping im-
ages by repeating the experiments several times and keeping track
the bubble path very accurately at low heat flux levels~<900
kW/m2).

4 Data Reduction and Uncertainty Analysis
For each power input, the heat transfer coefficient was calcu-

lated on the basis of bulk fluid saturation temperature (Tsat), tube
heat flux, and the average (Tavg) of the four tube wall tempera-
tures. The heat transfer coefficient at each power input was then
calculated, followingh5Q/ bA(Tavg2Tsat) c whenA is the heated
area of the tube.

Fig. 3 Boiling curves of enhanced tubes for R-600a and
R-134a
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Using the method of Kline and McClintock@4#, uncertainty
estimates were made considering the errors of the instruments, the
measurement variance, geometry uncertainty and calibration er-
rors for the heat flux, temperature, and bubble dynamic parameter
measurements. The uncertainty in the wall superheat was domi-
nated by the uncertainty in the wall temperature measurements.
The value of the four wall temperatures were recorded and com-
pared for examining the variations caused either by nonuniformi-
ties in the cartridge heater or by the test tube soldering and as-
sembly procedure. Wall superheat uncertainty can be attributed
primarily to thermocouple calibration~60.1 °C! and temperature
correction from the thermocouple reading to the reference surface.
The maximum variation of the four measured wall temperatures
was60.3 °C at the maximum heat flux~>30 kW/m2!. The uncer-
tainty in the saturation temperature was estimated to be less than
60.1 °C.

Substrate conduction heat losses were quantified at different
heat flux conditions by solving three-dimensional conduction
problems with a finite-difference solver. This loss varied between
10.2 percent and 0.2 percent for heat flux conditions between 0.8
kW/m2 to 30 kW/m2, respectively. The other primary contributor
to heat flux uncertainty was heated surface area. Combining these
effects lead to overall uncertainty estimates in heat flux of 11.2
percent at the lowest heat input. Based on these uncertainties, it
indicates the uncertainty of the wall heat transfer coefficient to be
about615 percent atq50.8 kW/m2.

Accuracy of the diameter measurements is estimated within
61.9 percent/ or60.6 percent at the minimum/or maximum di-
ameter with an extreme high space resolution~;9.5 nm!of CCD
camera. The uncertainty in the number of bubbles was found
within 67.1 percent for the minimum and64.9 percent for the
maximum number of bubbles. Uncertainty estimates for time is
61.7 percent. The frequencies reported are average values and the
observed fluctuations in frequency are less than68 percent. The
data presented refer to individual and isolated bubbles. Fig. 4 Heat transfer comparison for R-600a and R-134a

Table 3 Degree of superheat and departure diameter in the present study
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5 Results and Discussions
More than 80 tests runs were performed on smooth and coated

and wrapped tubes in saturated R-134a and R-600a. Some of these
tests were repeated after several months to verify the reproducibil-
ity. The repeated data agreed well and were within the previously
mentioned experimental accuracy.

A typical result of JSM-6400 SEM examination for the surface
images~31000 and35000!of smooth and coated tubes is illus-
trated in Fig. 2~a!–~j!, respectively. The references surface
~smooth!has a sparse number of small cavities~,0.5 mm! for
both image~31000 and35000!. Figures 2~c!–~f! illustrate the
SEM image~31000 and35000!with Mo coated tubes from top
and side view. The distribution appears rather random in these
micrographs~35000!. The microstructures are laid with a total
thickness>300 mm and results in a cavity size of about 3mm.
Again, surface orientation is random, some lying vertically and
some horizontally, which produces a porous microstructure with a
mean pore diameter of 3mm and a porosity of 0.053 with Cu
coated. Figures 2~g!–~j! indicate a higher mean pore diameter~4
mm! and a higher porosity of 0.057 but a lower value of thickness
of porous layer~>100 mm!. The multi-layered porous structures
result in increased nucleate sites above the substrate~base!mate-
rial as shown in Figs. 2~c!–~i! which are believed to provide re-
entrant cavities and to have a large variation in pore size and
shape. This structure appears beneficial for the entrapment of va-
por and generation of nucleation sites as well as function as a
vapor escape passage.

5.1 Boiling Characteristics. The present heat transfer
characteristics were governed by porous layer thickness, the pore

diameter, the surface porosity, the contact angle and their complex
effect for the tubes with plasma coating; while for spirally
wrapped tubes, the helical angle and pitches of the wire and their
combined effect would have some influences on heat transfer be-
havior. Figure 3 compares pool boiling data for the smooth and
coated surface as well as helical wire wrapped tubes at identical
bulk liquid conditions for R-600a and R-134a, respectively, as
shown in Figs. 3~a!and ~b!. Also included in Fig. 3~a!are the
results for water in natural convection~Junkhan and Bergles@5#!
and nucleate boiling~Carey @6#! regimes, respectively for com-
parisons. Like Hsieh and Weng@2#, for coated tubes, the effects
due to the contact angle and surface porosity seem the same.
Therefore, it appears that the parameters with the most influence
are the porous layer thickness and the pore diameter of the treated
surface which determines the probability of flooding the reentrant
cavities and the degrees of superheat required for bubble growth.

The mechanism which described the boiling process from po-
rous structures of the present plasma coating surfaces can be ex-
plained as follows; it appears that the heat is conducted to a liquid
vapor at the upper surface of the porous structure. This conduction
supposedly occurs through the matrix~see Fig. 2 for details!
formed by the solid portion of these wick and liquid in the porous
spaces. It is recognized that the vapor bubbles exist within the
pores formed by the void space between two solid portions. Heat
is transferred by conduction through the solid matrix and then by
conduction across the liquid portion. The pores within the matrix
are interconnected so that liquid can be supplied to the pores and

Fig. 5 The present correlation with experimental data

Table 4 Enhancement of present coated Õwrapped tubes
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vapor can pass through the matrix to the free liquid surface. As
vapor is generated within a pore, the pressure in the vapor bubble
increases@1#. When the pressure is sufficiently high, it overcomes
the surface tension retention force and the vapor if forced through
the interconnected channels~pores!to the liquid surfaces. On the
other hand, for wrapped tubes, since the additional nucleation
sites were created and the cross sectional area in the microstruc-
ture channel of the coated and smooth surface was reduced, the
resulting boiling performances would be substantially improved.
This is similar to the results found by Marto et al.@7#. The ob-
served difference in the boiling curves are indications of varia-
tions in the surface microstructures between the smooth and en-
hanced surfaces. Again, like Hsieh and Weng@2#, the data~see
Fig. 3 for increasing heat flux! show that the hysteresis phenom-
enon can be observed for both smooth and enhanced surfaces.
However, the hysteresis effect of the coated surfaces seems stron-
ger ~;1 K temperature overshoot for Cu coated but in R-600a!

than that of smooth surface. This is because the porous matrix
existed on coated surfaces was flooded with liquid so that only
small sites are available for nucleation. In addition, due to almost
the same contact angle for both R-134a and R-600a, the difference
in hysteresis effect cannot be clearly seen in Figs. 3~a! and ~b!.

Moreover, the boiling curves in Fig. 3~a! show that the best
heat transfer performance of the enhanced tubes one may obtain.
This is because the coated~Cu and Mo!tubes with copper wire
wrapped and helical angleu51 deg, have more additional nucle-
ation sites and, consequently, result in more vapor bubbles rising
on the helical wire sides. Followed by the coated tubes~Cu and
Mo! without wrapped wires and then, smooth tubes with wire
wrapped. However, little difference in performance is discernible
between Cu and Mo. For smooth tubes with helical wire wrapped,
the heat transfer performance becomes lower as helical angle in-
creases. Basically, there are three competing mechanisms which
affect heat transfer performance for tubes with wrapped wires;
namely,~a! as stated earlier, the cross sectional area was reduced
resulting in heat transfer increase;~b! the boiling would be en-
hanced by refrigerant wetting capability; and~c! that the wire on
the boiling surface would prevent the bubble from freeing itself
from the surface, which would inhibit the boiling, and this effect
would become bigger with decreasing wire pitch. Helical angle
also seems to have some influence on heat transfer performance as
evidenced by a bad heat transfer performance for helical angle
u52 deg as compared to those ofu51 deg and 1.5°. Similarly,
Fig. 3~b! indicates the same trend as Fig. 3~a! does except R-134a
as the refrigerant.

Generally, the heat transfer performance in R-600a is better
than that in R-134a due to a relative higher latent heat value
~almost two times!and surface tension force~19 percent higher!
for R-600a. Furthermore, the enhanced tube as compared to the
smooth surface demonstrate lower temperature differentials for
initiation of vaporization and lowerDT’s for equal heat fluxes.
The slope of the boiling curves as shown in Fig. 3 are usually
steeper than the smooth surface slope indicating a situation where
the enhanced surfaces are more effective in thermal transport than
the smooth surfaces. In summary, the order of degree of superheat
for total eight tubes using each designated symbol listed in Table
1 are the following: For R-600a,DTs2.DTs.DTs1.DTCM

.DTcu.DTCM1.DTcu1 ; while, for R-134a, DTs2.DTs

.DTs1.5.DTCM.DTs1.DTcu.DTCM1.DTcu1. Such corre-
sponding values are listed in Table 3. Moreover, the values~heat
transfer enhancement! of h/hs are listed in Table 4 atq55, 10, 20
kW/m2, respectively. It is found that heat transfer enhancement
was ranged from 1.16 to 2.37 for R-600a and R-134a refrigerant.
Also listed in Table 4 are the data from Hsieh and Weng@2# in
R-134a for comparison. Except that Fig. 3 shows, all boiling ex-
periments were run with decreasing heat flux.

5.2 Heat Transfer Performance and Correlations. Gen-
erally speaking, as shown in Fig. 4~a! for R-600a the best heat
transfer performance was found for Cu1 tube followed by CM1
tube, Cu tube, Mo tube, S1 tube, S1.5 tube, S tube, and the least
value was found for S2 tube. The same trend was found for
R-134a as also shown in Fig. 4~b!. However, for Cu and Mo
coated tubes with wrapped wire, the thermal performance again
seems no big difference. Also included in Figs. 4~a! and ~b! are
the results from the correlation of Stephan and Abdelsalam@8# for
smooth tube. The present smooth tube results agree well with
those of@8#. Moreover, the trend appears the same asq increases
for coated tubes.

Following Rudemiller and Lindsay@9# with dimensional analy-
sis for the present study, a correlation for plasma coated tubes
~without wrapped!of the present boiling data for both R-600a and
R-134a was developed. In addition, the data for smooth tubes with
wrapped wire were also correlated using relevant parameters.

Fig. 6 The deviation with experimental data
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Both correlations are shown in Fig. 5. The pressure effect was
also included in terms of reduced pressure ratioPr through the
present tests at only one reduced pressure for R-1334a and
R-600a, respectively, and a pressure functionF(P) ~Carey@6#! for
completeness. For plasma coating heating surfaces, the conven-

tional Jacob number~Ja!defined asCplDT/hf g was correlated in
form of Re5qh/hfgml«, whereh is average pore diameter and« is
the porosity, geometric scale factorl5h/d; d is porous layer
thickness and the constant heat flux numberNc f5m l

2/hr ls.The
correlation as shown in Fig. 5 has the following form

Fig. 7 Illustraiton of boiling visualizations
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Ja50.041@Re#0.282@Pr #
0.6F~P!@l#20.184@Nc f#

0.067@Pr#1.65

4.96031024<Re<4.94331022

3.793<Pr<3.982
(13)

131022<l<431022

1.08931023<Nc f<1.57431023

F~P!51.8Pr
0.1714Pr

1.2110Pr
10,

which is applicable to the plasma coating without wire wrapped
heating surfaces used in R-134a and R-600a. This correlation has
the same form as Rudemiller and Lindsay@9# except the power
dependence of each individual term.

For the smooth tubes with wire wrapped, the heat transfer co-
efficient Nu5hdb /k can be represented as also shown in Fig. 5 in
terms of Prandtl number~Pr!, Reynolds number Reb5qdb /mlhfg ,
dimensionless pitch of wire5p/dw ; p is pitch anddw is the wire
diameter, inverse buoyancy number5s/gdb

2(r l2rv), db is the
measured bubble departure diameter, and helical angleu ~in radi-
ans!which has the following form

Nu59.72@Reb#0.742@Pr #
0.6@Pr#1.748@p/dw#20.001

3@s/gdb
2~r l2rv!#0.002@u#20.034

4.69131023<Reb<1.22531022

9.9<p/dw<19.7
(14)

1.848<s/gdb
2~r l2rv!<1.944

1.74531022<u<3.49131022

3.793<Pr<3.982

and, again, measureddb were used in Eq.~14!. Furthermore, in
Fig. 6, it is found that both correlations can predict 95 percent of
the data within620 percent.

5.3 Boiling Visualization and Bubble Parameters. Visual
tests with the transparent sight-glass window of the test section
showed a particular liquid-vapor exchange occurring during
nucleate boiling. Overall, the thermal performance and boiling
phenomena are strongly influenced by the type of refrigerant and
enhanced surface condition. Although the bubble departure diam-
eter and frequency are considerably varied around the circumfer-

Fig. 8 Ratio of number of bubbles „NÕN8… and n in measure-
ment area versus q

Fig. 9 Bubble departure diameter and frequency as function
of heat flux
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ence of tubes, careful attention was made to the location where the
bubble are released and counted. Figure 7 is a photograph taken at
900 W/m2 for S, S1, S2, and CM tubes in R-134a and R-600a
refrigerants. It shows, qualitatively, the tube in the fully developed
nucleate boiling regime except Figs. 7~e! and~f! where the nucle-
ate boiling is still developing. At this stage~900 W/m2!, no bubble
agglomeration was observed to occur and overlapping images
were carefully avoided. The bubble size seems in R-600a bigger
than that in R-134a as compared to Figs. 7~a!–~d! and the corre-
sponding photographs for R-134a. For quantitative analysis, a
simple optical method was used to measure bubble parameters at
600<q<1000 W/m2; namely, departure diameter and frequency.
The bubbles with a measured area on the video-screen are counted
easily. To compare with the data reported by Ammerman et al.
@10#, the same measurement area, 5.5 mm high by 18 mm wide,
centered above the tube, was defined within each digitized photo
using the image processor.

Figure 8~a!shows the ratio of number of bubbles (N/N8). N8
was calculated~at q5121 W/m2) from Ammerman et al.@10#.
Even though the different working fluids and heating surfaces
they have, the comparison was still made. The number of bubbles
reported~N! are averaged values. The data have been taken at a
heat fluxq5600, 700, 800, 900, and 1000 W/m2, respectively,
and refer to individual, isolated bubbles, not influenced by their
neighbors. Naturally, bubble growth after departure and bubble
agglomeration were considered as possible sources of error. Fig-
ure 8~b!clearly indicates the number of bubbles per unit area used
in a particular measured area to assist the illustration of Fig. 8~a!.

In general, the number of bubbles increases asq increases. Dif-
ferent symbols~e.g., Cu indicates copper coated surface, see
Table 1, for details!are used to characterize different heating
surfaces. The trend for all enhanced surfaces seems the same.
However, for the magnitude, there appears two groups; tube Cu1,
Cu, CM1, and CM is one group and tubes S, S1, S1.5, and S2 is
another group for both R-600a and R-134a. The values of R-134a
are higher than those of R-600a. Furthermore, the trend for bubble
development is also in agreement with those of Ammerman et al.
@10#. Taking a closeup examination of Fig. 8, it is found, for

example, that the present value ofN/N8 ratio can be up to 6 at
q>1000 W/m2 for Cu1 tube and the rate of increase with heat
flux for all the tubes considered herein seems the same.

The data in Fig. 9~a!indicate that for all tubes considered, the
bubble diameter slightly decreases as the heat flux increases.
While, the corresponding frequency slightly increases. The fre-
quency fluctuations were found at a given site over a population
of bubbles and becoming larger at higher heat fluxes. The depar-
ture diameters were generally found to be somewhat higher in
R-600a and thus the frequencies to be somewhat lower. The mea-
sured and calculated departure diameters based on Zuber@11# are
also listed in Table 3. Also listed in Table 3 are data for embry-
onic bubble radius calculated from Ps(Tw)2Ps(Ts)
52s(Tw)/r b for comparison and reference. Again, as stated be-
fore, it is found that the corresponding departure diameters and
embryonic bubble radius in R-600a are bigger than those in
R-134a because R-600a has a little higher~'19 percent higher!
surface tension. As a result, a higher bubble frequency R-134a is
due to a lower required bubble pressure for growth and departure.
Moreover, enhanced surfaces, like coated and wrapped surfaces,
have smaller bubble diameters. Among those bubble diameters
measured, Cu1 tube has the smallest bubble diameters and thus
the highest frequency in both R-600a and R-134a as one would
expect. Frequency increases gradually versus heat flux at heat flux
<900 W/m2 can also be seen. However, the frequency then be-
gins to flatten out atq>900 W/m2 in the fully developed region.
Frequency values are shown versus heat flux in Fig. 9~b!. Finally,
the relationship among frequencyf, bubble diametersdb , and
sg(r l2rv)/r l

2 was found and it is shown in Fig. 10. The tradi-
tional f db>constant is found in the present study. Actually, the
present results were correlated as a function ofsg(r l2rv)/r l

2

within 615 percent of the original data which is shown in Fig. 10.
The average value~value ofm indicating the slope of the curve in
Fig. 11! of power for above-stated term was found to be about
0.23 which is very similar to that of Zuber@11# ~50.25!.

5.4 Model Validity AssessmentÕHeat Transfer Prediction.
As previously stated, following Hsieh et al.@3#, a prediction of
heat flux for the present enhanced tubes can also be divided into
the microlayer evaporation component (qME), nucleate boiling
component (qNB) and natural convection component (qNC) which
can be individually calculated from the relevant equations~Hsieh
et al. @3#! through a known active nucleation density (n8) and
degree of superheat (DTsat) obtained from the measurements for
each case. Figure 11 depicts the total predicted heat fluxqp and
each component ofq with measured heat fluxqM on enhanced
heating surfaces for R-600a. It appears that the predicted heat flux
is almost exactly the same asq measured. It can be seen that
qcycle5(qME•tg1qNBtw)/(tg1tw) wheretg is the time of bubble
growth andtw is the waiting time for reformation of the thermal
boundary layer; namely, latent heat dominates the heat transfer
contribution among the predicted heat flux especially for plasma
coated tubes~e.g., CM, CM1, Cu, and Cu1 tubes!. For all the
tubes considered, the contribution of latent heat transfer increases
sharply with the increases in wall superheat. This finding coin-
cides with that of Hsieh et al.@3#. Similarly, the data shown in
Fig. 12 indicates the comparison of the present model with experi-
mental data for R-134a. Again, the similar behavior was found as
that for R-600a and, again, it clearly shows the good agreement
between the prediction and the experimental data. The trend and
magnitude seem similar compared to Fig. 11. However, the latent
heat portion,qcycle takes a less part of heat transfer contribution
this time compared to theqcycle in Fig. 11. Consequently, natural
convection component plays a relative major role in this heat
transfer process especially for smooth/wrapped tubes~e.g., S, S1,
S2, and S1.5!. This is perhaps because R-134a has a lower latent
heat value~nearly one half!than that of R-600a but has nearly the
same wetting ability and, in turn, the bubble departure diameter
~frequency!in R-134a is lower~higher!than that in R-600a. Tak-

Fig. 10 fd b versus sg „r1Àrv…Õr1
2

Journal of Heat Transfer APRIL 2001, Vol. 123 Õ 267

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ing a further look of Figs. 11 and 12, it can also be seen that the
boiling curve is much more steep for R-600a than that of R-134a.

6 Conclusions
Pool boiling plasma coating and wire wrapped tubes for two

different refrigerants~R-134a and R-600a!at low and moderate
heat flux was extensively studied. The results lead to the follow-
ing conclusions.

1 Boiling heat transfer is enhanced by both thin layer porous
matrix coated and wire wrapped on the heating surface, with an
enhancement of up to 1.2;2.3 times for most cases under study.
The geometric factor such as surface roughness of coated surface
and helical angle of the wrapped tube should be properly chosen
to warrant a heat transfer enhancement.

2 Correlations for thermal performance were made for coated
and wrapped surface each, respectively.

3 Through boiling visualization~at 600<q<1000 W/m2!, the
photographs qualitatively as well as quantitatively indicate that

the presence of enhanced surface generates more active and stable
nucleation sites in the vicinity of the porous matrix and wrapped
wire. Bubble departure diameter in R-134a is smaller than that in
R-600a. While for R-600a, the bubble frequency is much less than
that in R-134a. Generally, a small increase of number of bubbles
and departure frequency has been observed with linearly increas-
ing heat flux.

4 The results have generally again confirmed the previous
speculated mechanism@2,6,12# of boiling with porous metallic
matrix surface coating. Namely, nucleation takes place within the
matrix and in steady boiling, vaporization occurs within the ma-
trix. Also, the enhanced mechanisms for wrapped tubes were fur-
ther examined and confirmed.

5 Following Hsieh et al.@3#, model validity assessment for the
present enhanced surface, was made and good agreement was
found.

6 The natural convection contribution in R-134a is much big-
ger than that in R-600a which indicates bubble vaporization domi-
nant in R-600a due to a higher latent heat value.

Fig. 11 Comparison of the model with the experimental data for R-600a
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Nomenclature

Cp 5 specific heat at constant pressure, kJ/kg•K
db 5 bubble departure diameter, mm
do 5 outside diameter of test tube, mm
dw 5 helical wire diameter, mm

F(p) 5 pressure function, 1.8Pr0.1714Pr1.2110Pr10

f 5 bubble departure frequency, s21

hf g 5 latent heat, kJ/kg
Ja 5 Jacob number,CplDT/hf g
L 5 length of test tube, mm
N 5 number of bubble generated

N8 5 total number of bubble generated, data from Am-
merman et al.@10#

Nu 5 Nusselt number,hdb /k
Nc f 5 constnat heat flux number,Nc f5m l

2/hr ls
n 5 number of bubble generated per unit area,

bubbles/m2

n8 5 active nucleation site density, sites/m2

P 5 pressure, kPa
Pc 5 critical pressure, kPa
Pr 5 reduced pressureP/Pc

p 5 pitch of the wire, mm
Q 5 heat transfer rate,W
q 5 heat flux(Q/A), W/m2

Ra 5 roughness,mm
Re 5 Reynolds number for plasma coated tube,

qh/hf gm l«

Fig. 12 Comparison of the model with the experimental data for R-134a
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Reb 5 Reynolds number for wire wrapped tube based on
bubble departure diameter,qdb /m lhf g

r b 5 embryonic bubble radius,mm
DT 5 temperature difference, K

DTsat 5 degree of superheat, K
tb 5 bubble growth time
tw 5 waiting period53tg

Greek Symbols

d 5 porous layer thickness,mm
« 5 porosity ~%!
h 5 average pore diameter,mm
u 5 helical angle, degree or radian
l 5 geometric scale factor,h/d

Subscripts

avg 5 average
b 5 bubble
c 5 critical
l 5 liquid

M 5 measured
ME 5 microlayer evaporation
NC 5 natural convection

p 5 predict
r 5 reduced
s 5 smooth tube

sat 5 saturation
v 5 vapor
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Study of Subcooled Film Boiling
on a Horizontal Disc:
Part I—Analysis1

In this work subcooled film boiling on a horizontal disc was studied analytically/
numerically. Linearized stability analysis of a vapor film underlying a pool of heavier
liquid was performed in three-dimensional, cylindrical coordinates. From the analysis the
dominant wavelength and configuration of vapor releasing nodes was identified. Com-
plete numerical simulation of the nonlinearly evolving interface have been carried out in
axisymmetric coordinates. Finite difference method was used to simultaneously solve the
equations governing conservation of mass, momentum, and energy in the vapor and liquid
phases. The equations for the two phases were coupled through the matching of normal
and tangential stresses and continuity of mass and energy at the interface. Second order
projection method was employed for decoupling velocities from pressure. Numerical grid
generation method was utilized to construct a grid system which was aligned with the
interface. From the simulations the shape of the nonlinearly evolving interface, the
growth rate of the interface, the flow and temperature fields in the vapor and liquid, and
rate of heat transfer from the wall and into the subcooled liquid have been determined.
@DOI: 10.1115/1.1345889#

Keywords: Boiling; Film; Heat Transfer; Phase Change; Two-Phase

1 Introduction
The study of subcooled film boiling has significant applications

in space vehicle and other systems operating in micro-gravity,
thermal issues in high speed civil transport, heat treatment of met-
als, nuclear reactor design, cryogenic cooling for superconducting
applications, and thermal storage systems among others.

Although film boiling has been studied extensively in the past,
only a limited number of investigations have been performed for
saturated and subcooled film boiling on horizontal surfaces. Ber-
enson@1# used two-dimensional Taylor instability to obtain an
expression for the saturated film boiling heat transfer coefficient
on a horizontal surface. Berenson@1# proposed a static bubble
model where he assumed that the vapor bubbles were arranged on
a square grid with spacing equal to the ‘‘most dangerous wave-
length’’ (ld2) obtained from two-dimensional analysis of Taylor
instability.

Hosler and Westwater@2# experimentally investigated saturated
film boiling of water and Freon-11 on a horizontal surface and
found the heat transfer data to show a large variability. However,
the mean data tended to show a good agreement with predictions
from Berenson’s model. More recently Ramilison and Lienhard
@3# reproduced Berenson’s experiments and obtained film and
transition boiling data by controlling the temperature of the hori-
zontal disc. They found that transition film boiling data for Freon-
113, acetone, benzene andn-pentane deviated from the prediction
from Berenson’s semi-empirical model and the magnitude of de-
viations depended on the surface condition. Klimenko and
Shelepen@4# have developed a generalized correlation for satu-
rated film boiling on a horizontal surface.

Very recently Son and Dhir@5# performed a complete numeri-
cal simulation of saturated film boiling on a horizontal surface.
They carried out an axisymmetric analysis of the region surround-
ing the bubble releasing nodes. From the analysis it was shown
that heat transfer coefficients vary strongly both spatially and tem-
porally. The predicted bubble diameter at departure and height

were found to be in agreement with the reported data but area and
time averaged heat transfer coefficients were about 34 percent
lower than those obtained from Berenson’s model. The discrep-
ency was attributed to the presence of three dimensional effects
which were not considered in the numerical simulations.

Hamill and Baumeister@6# performed a theoretical analysis of
subcooled film boiling on a horizontal plate. Based on the maxi-
mum entropy generation rate postulate and by assuming a static
and empirical configuration for the vapor bubbles, they arrived at
an estimate for the film boiling heat transfer coefficients in sub-
cooled film boiling. The authors superimposed the contribution of
radiation heat transfer and convection in the subcooled liquid on
the film boiling heat transfer coefficient for saturated liquid as

h̄5h̄o10.88h̄r10.12h̄nc

DTsub

DTW
, (1)

where, h̄o is the saturation film boiling heat transfer coefficient,
and h̄r and h̄nc are the radiation and convection heat transfer
coefficients, respectively. However, no experimental data were
provided in support of the analysis.

Linearized analysis of two dimensional Taylor instability has
been performed by several investigators. Dhir and Lienhard@7#
extended Bellman and Pennington’s@8# analysis to include the
combined effect of fluid viscosity and radial curvature of a cylin-
derical interface to obtain the ‘‘most dangerous’’ wave length and
the corresponding growth rate. Sernas et al.@9# were the first to
suggest for film boiling a three-dimensional Taylor wave pattern
in cartesian coordinates. This wave pattern eliminated the concep-
tual difficulties that existed in wave patterns based on two-
dimensional analysis. Jacobs@10# studied Taylor instability in a
circular geometry in which a liquid column formed in a circular
pipe was accelerated downward in air. Jacobs also performed
weakly nonlinear analysis of the three-dimensional Taylor insta-
bility. The analysis involved small perturbation expansions about
the critical wavenumber~corresponding to zero growth rate!. Pre-
dictions of shapes of the non-linear instabilities from this method
were found to match the experimentally observed shapes during
the initial part of the growth of the instability. The growth rates
predicted from linear theory were found to be valid much later in
time than the weakly non-linear analysis. The analyses also
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showed that the axisymmetric instabilities~e.g., circular and hex-
agonal! grow much faster compared to other geometries~e.g.,
square, rectangular, etc.!. However, the axisymmetric solutions
did not converge to the Cartesian coordinate solutions, for radial
wave numbers approaching infinity, because of the nature of the
coefficients of the governing equations.

In this study linear three-dimensional analysis of Taylor insta-
bility has been performed in cylindrical coordinates with the ob-
jective of predicting the configuration of wave crests on a circular
disc. The motivation for such a study is to evaluate the pattern of
vapor bubbles under pool boiling conditions for film boiling on a
horizontal flat disk. The vapor bubble pattern identified from the
linear analysis of three-dimensional Taylor instability is utilized
for numerical simulation of non-linear evolution of the interface
in subcooled film boiling.

2 Analysis

2.1 Linear Three-Dimensional Taylor Instability Analysis.
The instability at the interface of a lighter fluid underlying a
heavier fluid has been modeled in this study, where the accelera-
tion due to gravity is directed from the heavier to the lighter fluid.
Under the assumptions that the fluids are inviscid and incompress-
ible, the fluid layers are of infinite depth, and the nonlinear terms
are small, the linearized governing equations for both fluids, ex-
pressed in cylindrical coordinates are as follows:

Continuity Equation

1

r

]~ru !

]r
1

1

r

]w

]u
1

]v
]y

50 (2)

Momentum Equation

r
]u

]t
52

]p

]r
(3)

r
]w

]t
52

1

r

]p

]u
(4)

r
]v
]t

52
]p

]y
2rg, (5)

whereu, w, andv are the radial, polar and vertical components of
the velocity vectoru¢ . In terms of the potential functionf, the
velocity can be written as

u¢5¹f5ur̂1wû1v ŷ, (6)

where r̂ , û, ŷ are the unit vectors in the radial, angular and ver-
tical direction in cylindrical polar coordinates and¹ is the gradi-
ent operator. Substituting Eq.~6! in the continuity equation~Eq.
~2!! we obtain,

¹2f5
1

r

]

]r S r
]f

]r D1
1

r 2

]2f

]u2 1
]2f

]y2 50. (7)

The solution of the above equation is given by

f~r ,u,y,t !5CmnJm~knr !cos~mu!e~2kny!e~2 ivnt !, (8)

whereJm is the Bessel function of the first kind of orderm. Here
m andn denote the eigenvalues of Eq.~7!, while kn denotes the
wavenumber corresponding to mode numbern. The shape of the
perturbed interface is assumed to be

h̄~r ,u,t !5h̄oJm~knr !cos~mu!e~2 ivnt !, (9)

whereh̄o is the initial amplitude of the interfacial disturbance and
vn denotes the growth rate~It should be noted thatm50 corre-
sponds to the two-dimensional case!.

The kinematic condition at the interface yields

vu h̄5
]h̄

]t
1~uW •¹!v. (10)

Substituting Eqs.~6!, ~8!, and~9! in the above equation after
neglecting the nonlinear terms~the last term on the right in the
above equation!, the following relation is obtained:

Cmn5
i h̄ovn

kn
. (11)

Since the Taylor instability during film boiling results in a
standing wave, above a wave crest atr 5r n we can imposeuu h̄
50. Hence from Eqs.~6! and ~8! we also get the relation:

]

]r
Jm~knr !ur 5r n

50 (12)

kn5amn /r n , (13)

whereamn is thenth root of Eq. ~12! and r n is the radius of the
concentric ring numbern of the wave crests. The values ofamn
can be obtained from a standard handbook of mathematical func-
tions. The same relationship was used by Daly@11# for numerical
simulation of two-dimensional Taylor instability in cylindrical co-
ordinates. However, this would suggest that the values of wave-
number approach zero for an infinite size heater, which is concep-
tually erroneous. This paradox will be resolved as we solve the
dispersion relation.

Dispersion Relation. Substituting Eq.~6! in Eq. ~5! and inte-
grating in they direction from 0 toh̄ the solution for the pressure
pu h̄ at y5h̄ is obtained as

pu h̄5po2rgh1r
]f

]t
, (14)

wherepo is the mean pressure at the interface in the unperturbed
condition.

Using the relation

pv2pl5g/Rs (15)

and Eqs.~8!, ~11!, and~14! for liquid and vapor we get

~r l1rv!
vn

2h̄

kn
5

g

Rs
2~r l2rv!gh̄, (16)

whereRs is the radius of curvature of the interface. An expression
for Rs is obtained as~see Daly@11#!:

1

Rs
5

1

R1
1

1

R2
;

1

R1
5U]2h̄

]r 2U; 1

R2
5U1r ]h̄

]r U. (17)

Substituting Eq.~9! in the Eq. ~16!, the dispersion relation is
obtained as

vni

2 5

2gkn
3U211

m2

4kn
2r 2U1~r l2rv!gkn

~r l1rv!
, (18)

wherevni
is the imaginary component ofvn . Using the charac-

teristic lengthl o and characteristic growth ratevo defined as

l o5F g

~r l2rv!gG1/2

; vo5F S r l2rv

r l1rv
D S g

l o
D G1/2

(19)

the dispersion relation Eq.~18! is obtained in dimensionless form
as

S vni

2

vo
2 D 5~knl o!F2~knl o!2U211

m2

4kn
2r 2U11G . (20)

The characteristic length,l o is obtained by balancing surface ten-
sion and buoyancy forces, whereas the chacteristic frequency,wo ,
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is representative of the growth rate of Taylor instability of the
interface between two inviscid fluid layers of infinite extent.

Three cases are possible from terms within the absolute-value
sign:
Case 1: m2.4kn

2r 2

S vni

2

vo
2 D 5~knl o!F ~knl o!22H S m

2r / l o
D 2

21J G (21)

Case 2: m254kn
2r 2

S vni

2

vo
2 D 5knl o (22)

Case 3: m2,4kn
2r 2

S vni

2

vo
2 D 5~knl o!F2~knl o!21H S m

2r / l o
D 2

11J G (23)

Critical Wavelength. For each of the three possible dispersion
relationships, the critical wavelength corresponding to zero
growth rate can be obtained by settingvni

50 in Eqs.~21!, ~22!,
and~23!. For purposes of clarity a characteristic radius is obtained
asr o5m/2knc

whereknc
is obtained from the dispersion relations

as follows:
Case 1: m2.4kn

2r 2 ~or r ,r o!:

knc
5

1

l o
F S m

2r / l o
D 2

21G1/2

(24)

Case 2: m254kn
2r 2 ~or r 5r o!:

knc
50 (25)

Case 3: m2,4kn
2r 2 ~or r .r o!:

knc
5

1

l o
F S m

2r / l o
D 2

11G1/2

(26)

It should be noted that for Case 1 and Case 3 the relationship
between ‘‘most dangerous wavenumber’’ orknd

~corresponding to
maximum growth rate! and the critical wavenumber,knc

is given
by

knd
5knc

/), (27)

which is the same as in two-dimensional analyses in Cartesian
coordinates~Bellman and Pennington@8#! and is also the same in
three-dimensional analyses in Cartesian coordinates~Sernas et al.,
@9#!. For Case 2, sinceknc

50 this is valid only form50. Thus
this is same as two-dimensional configuration and hence we ob-
tain the same relation as Eq.~27!, though here we arrive at the
solutionknd

5knc
/A(3)50.

Case 2 yields a trivial solution, which is not relevant to the
present case. Also, from Case 1 the values ofkn obtained are not
of significance in the situation analyzed here since these values of
kn occur before the first ring of crests. Hence, Cases 1 and 2 are
not of interest.

Case 3 yields the only viable solution tokn . Equation ~26!
implies that as the radius of the heater approaches infinity, the
critical wavenumber approaches the value obtained from analyses
performed in Cartesian coordinates. Hence, this resolves the para-
dox mentioned earlier.

2.2 Numerical Analysis Of Nonlinear Growth of the Inter-
face. Numerical simulations of the evolution of the vapor liquid
interface during subcooled film were carried out by assuming that
the process could be considered to be axisymmetric. In carrying
out the analysis the wall temperature was specified and was as-
sumed to remain constant during the evolution of the interface.
The thermophysical properties of the vapor were evaluated at the

mean of the wall and interface temperatures. Similarly the liquid
properties were calculated at the mean temperature between inter-
face and the pool. Radiation contribution was neglected under the
assumption that wall temperatures were not high enough for heat
loss by radiation to be significant. In dimensionless form the equa-
tions governing the conservation of mass, momentum, and energy
are written for vapor and liquid, respectively, as follows:

]~ruv!

]r
1

]~rvv!

]y
50 (28)
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Dt
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]pv

]r
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â

1

Prv Rev
¹2u l , (35)

where for general dependent variable,f, which represents depen-
dent variables,u, v, andu,

Df
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5
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1u

]f
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1v

]f

]y
(36)
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]r S ]f
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Rev5
rouol o

mv
; Prv5

nv
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; Ral5

gb l~Tsat2T`!l 0
3

n la l
;

r̂5
rv

r l
; m̂5

mv

m l
; â5
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a l
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In carrying out numerical simulation the characteristic length,l o ,
and characteristic growth rate frequencyvo are defined in Eq.
~19!. The characteristic time,to , characteristic velocity,uo , and
‘‘most dangerous frequency’’vd are defined as

to5Al o

g
; uo5

l o

to
; vd50.623vo . (38)

The characteristic time,to , is obtained by combining the gravita-
tional acceleration and the characteristic length, whereas the char-
acteristic velocity,uo , is obtained by combining characteristic
length and characteristic time.

The dimensionless temperatures are defined as

uv5
Tv2Tsat

DTw
; u l5

Tl2T`

DTsub
, (39)

where Tv and Tl denote the vapor and liquid temperature vari-
ables, respectively. The dimensionless pressures are defined as

pv5
pv* 1rvgy

rvuo
2 ; pl5

pl* 1r lgy

r luo
2 , (40)
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andpv* andpl* denote the static pressures, respectively. It is to be
noted thatp is defined as a pressure whose gradient is subtracted
by a gravitational head which otherwise would appear in momen-
tum equations. Also, the degree of superheatDTw and degree of
subcoolingDTsub are defined as

DTw5Twall2Tsat; DTsub5Tsat2T` ,

where,Tsat is the saturation temperature of the test fluid andT` is
the temperature of the liquid phase far away from the vapor-liquid
interface.

For complex geometries, the solution procedure of governing
equations are simplified by transformation to generalized, nonor-
thogonal, curvilinear coorodinates. This provides flexibility in im-
proving resolution in desired regions of the domain of solution.
Since two-phase flow with a complex interface is difficult to solve
in ~x, y! coordinates, the following coordinate transformation is
used:

j5j~x,y,t !; h5h~x,y,t !. (41)

When the interface is deformed largely, interior grid points are
difficult to determine algebraically. As such a grid system aligned
with a complex interface is generated numerically by solving
Poisson’s equations~Thompson et al.@12#!.

At the interface,uv50 or Tv5Tsat and u l51 or Tl5Tsat. At
the rigid wall

uv50; vv50 (42)

Tv5Twall , (43)

where,Twall is the wall temperature. At the locations of symmetry
with respect toy-axis and the centerline

uv50;
]vv

]r
50

ul50;
]v l

]r
50 (44)

]uv

]r
50 (45)

]u l

]r
50. (46)

Far away from the interface

]ul

]r
50;

]v l

]y
50; u l50. (47)

At the interface, the matching conditions for velocities and
stresses are~see, e.g., Shyy@13#!:

ul2uv5~12 r̂ !
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Axj
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2
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For shear stress and pressure
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In the above equations
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In carrying out the computations, the energy equation is solved
prior to the momentum equations because initially onlyu is un-
known in Eqs.~31! and ~35!. In this study, the discretized equa-
tions are solved by an iterative method rather than by direct in-
version of matrix. To enhance the rate of convergence of
iterations, a relaxation factor obtained from orthogonal-residual
method~Streett and Hussaini@14#! is used.

The numerical model employed in this study is similar to that
given by Banerjee@15# and Son and Dhir@16#. For the details
~about the discretization of the governing equations, coordinate
transformation, numerical grid generation and solution procedure
for contravariant velocity vectors employed in this study—using
second order projection method and orthogonal residual method!
the reader is referred to the above mentioned references.

An explicit scheme was used for marching in time. The time
steps during computations were varied in the range 1023 to 1025

to satisfy the CFL~,1! condition for a grid size of 42364 in the
fluid region. The time step was varied, in accordance with the
CFL condition, due to reduction in the minimum size of the non-
uniform grid as the bubble evolved. The smallest grid dimension
varied from 531022 to 231023l o . It took about 8–10 hours
of CPU time on CRAY C90 to calculate one cycle of bubble
evolution.

The numerical model was tested for its accuracy by comparing
with the numerical results of Son@5# for saturated film boiling of
water. The results were in agreement with the numerical predic-
tions of Son@5#. The numerical method was also tested for its
accuracy by comparing the predicted early growth rate of the in-
terface with that determined from the linear instability theory for a
two-dimensional interface. For a rigid adiabatic wall, the numeri-
cal error was found to be less than 1 percent. The sensitivity of the
results to grid size was also tested. When the number of grid
points was doubled the difference in the calculated Nusselt num-
bers based on area and time averaged heat transfer coefficients
were in agreement with each other within 1 percent. As such, all
of the results reported in this work were obtained with the number
of grids noted earlier.

274 Õ Vol. 123, APRIL 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3 Results and Discussion
Before proceeding with the numerical simulation of an evolving

interface, it is necessary to determine the computational domain.
The extent of the computational domain depends on the dominant
wavelength. As such we first discuss the results obtained from the
dispersion relation, Eq.~26!.

3.1 Dominant Wavelength. The dispersion relation, Eq.
~26! involves three unknowns, namelym, n, andr. Thus two ad-
ditional relations are needed to determine the wavenumbers cor-
responding to critical or ‘‘most dangerous’’ wavelength. A second
relation is provided by Eq.~13!. Since in film boiling, no prefer-
ence is expected to be given to perturbations that grow either in
radial or azimuthal directions, we obtain the third relation by as-
suming that the dominant wavelength in the azimuthal direction is
the same as in the radial direction:

r n112r n5
2pr n

m
, (56)

Fig. 1 Values of m obtained from solution of Eqs. „60… and „61…
for spatial distribution of wave peaks corresponding to wave
number k n d

both in the radial and in the circumferential direc-
tions

Fig. 2 Plot of crests of the three-dimensional Taylor wave on a
circular plate for „m,n … values of „4, 1…, „8, 2…, „15, 3…, „21, 4…,
and „27, 5…. The circular plate, radial rings and wave crests are
shown elliptical in the figure.

Fig. 3 Computational domain for solution of fluid side govern-
ing equations. In the computations H was set to 15, R was set
to 4.34. The value of B changed as the height of the vapor
bubble changed with time. The number of grids used in the
vapor side was 42 Ã22, with 42 grid points along the radial di-
rection. The number of grids used in the liquid side was 42
Ã42 in simulation runs for saturated film boiling and 42 Ã77 in
simulation runs for subcooled film boiling.

Table 1 Number of peaks supported by the region between
consecutive rings
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where n and n11 are the ring numbers of circumferential ar-
rangement of wave peaks as we move radially out from the center.
Similarly if one moves radially inwards, the relation becomes:

r n2r n215
2pr n

m
. (57)

Using Eq.~13! in Eqs. ~56! and ~57! the following relations are
obtained, respectively:

am8,n11

kn11
2

am,n

kn
5

2p

m
3

am,n

kn
(58)

or,

am,n

kn
2

am8,n21

kn21
5

2p

m
3

am,n

kn
, (59)

wherem8 denotes the number of wave nodes at the preceeding or
succeeding ring from ringn.

It can be shown from the dispersion relation Eq.~26! that the
wavenumberkn becomes independent of radius,r within a short
distance from the origin. The asymptotic value ofkn is reached
before the occurrence of the first concentric ring of the wave
nodes. Hence in the above equations, it can be assumed that
kn115kn5kn21 . This enables a solution form for a given n
which is coupled with the solution ofm8 at ring numbern11 ~or
n21!. Therefore, we obtain from Eqs.~58! and~59!, respectively,
as follows:

Fig. 4 Plot of grid locations for film boiling of saturated PF-
5060 at Ja l*Ä0.77, and Ja v*Ä0.133, i.e., DTWÄ100°C, and
DTsubÄ10°C. The radial and vertical distances are non-
dimensionalized with respect to l o . Time t is non-
dimensionalized with respect to t o .

Fig. 5 Numerical predictions for temporal evolution of the
liquid-vapor interface for wall superheat, DTWÄ100°C and
DTsubÄ5°C and 10°C. The radial distances and interface
heights are non-dimensionalized with respect to l o . Time t is
non-dimensionalized with respect to t o .
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m5
2pam,n

am8,n112am,n
(60)

or,

m5
2pam,n

am,n2am8,n21
. (61)

The above two equations describe implicit solutions for the
probablevalues ofm for a givenn. Hence, either of the values of
m obtained from the above equations are possible. This yields a
set of solutions for~m, n! which provide a spatial distribution of
wave peaks which are equidistant in the radial and circumferential
directions.

Figure 1 shows the values ofm for each ring numbern obtained
from Eqs.~60! and ~61! assuming that the distance between the
wave amplitude peaks~crests!correspond to the most dangerous
wave number,knd

. In the figure, each column corresponds to the
number of concentric ring. For example, whenn51, the mini-
mum possible value ofm is 2, according to Eq.~60!. Hence, 2 is
listed under first column for the solution of Eq.~60!. Whenm
52 andn51 the possible values ofm for n52 are 5, 6, and 7,
according to Eq.~60!. Hence arrows have been drawn in Fig. 1
from 2 in the first column pointing to 5, 6, and 7 in the second
column. Whenm55 andn52 no solution is possible to Eq.~60!
for values ofm at n53, so that the inter-crest separation distance

Fig. 6 Comparison of interface shape at bubble departure for
wall superheat, DTWÄ100°C, and liquid subcoolings, DTsub
Ä0°C, 5°C, and 10°C. The interface height and radius are non-
dimensionalized with respect to l o .

Fig. 7 „a… Spatial distribution of velocity vectors for DTWÄ100°C, DTsubÄ10°C and tÄ3. Time is non-dimensionalized with
respect to t o and velocity is non-dimensionalized with respect to u o . The length of arrows plotted in the figure at the right are 2
times the respective length of arrows in the figure on the left; „b… spatial distribution of isotherms „u… for DTWÄ100°C and
DTsubÄ10°C at tÄ3. Time is non- dimensionalized with respect to t o .
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corresponds toknd
. Hence, no arrows originate fromm55 in the

second column. Whenm56 andn52 the only possible value of
m for n53 is 12, according to Eq.~60!. Hence an arrow has been
drawn from 6 in the second column pointing to 12 in the third
column in Fig. 1. The possible values ofm for succeeding values
of n have been listed in the figure, in the columns that follow. A
set of arrows are drawn in Fig. 1 to depict the relations akin to
those mentioned above. Solution of Eq.~61! yields similar rela-
tionships which are also shown in Fig. 1.

From Fig. 1 the most probable solution corresponding to Eq.
~60! is found as:

n51
4 or 5

n52
8

n53
15

n54
21

n55
27 ,

whereas corresponding to Eq.~61! it is:

n51
4

n52
9

n53
15

n54
21

n55
27 .

Thus the two formulations give nearly identical solutions with
small differences in the number of nodes that are accommodated
in the inner rings. Figure 2 shows the location of wave crests
~small ellipses!on concentric rings~also shown elliptical!. The
outer ring denoted by the solid line, and depicted as a large el-
lipse, represents the outer edge of the circular heater. The radius
of each ring~the spacing between each ring being equal to the
most dangerous wavelength! is obtained from Eqs.~60! and~61!.
Since in film boiling vapor bubbles are expected to be released
alternatively from nodes and antinodes of the Taylor wave during
each half of the cycle, in Fig. 2 the antinodes are depicted by
crosses. It is interesting to note that starting with the first ring

(n51), the dominant wavelength in the radial and azimuthal di-
rections obtained from the three-dimensional analysis is found to
be equal to the ‘‘most dangerous’’ wavelength,ld2 , obtained
from two-dimensional Cartesian analysis. Table 1 shows the num-
ber of wave peaks supported perld2

2 area in the region between
consecutive rings. It is seen that about one wave peak is expected
to exist over an area equal to square of two dimensional Taylor
wavelength.

Next question to be answered before proceeding with the nu-
merical simulation of the evolution of the interface is the extent of
the computational domain for the axisymmetric analysis, although
the process is three dimensional. Son@5# modeled the alternate
release of bubbles from the node and antinode during each half of
the cycle from an area equal told2

2 . He did so by considering two
interacting circular regions of areald2

2 /2 that surrounded the node
and the antinode~locations of bubble release during the first half
and the second half of a cycle, respectively!. The analysis re-
vealed that the essential physics of the process could still be re-
tained if either of the circular regions surrounding the node or the
antinode was considered and a condition of symmetry was im-
posed at the outer edge of these areas. The latter approach simpli-
fies the numerical simulations and is utilized here, although the
area and time averaged heat transfer coefficients in the latter ap-
proach are about 10 percent higher.

3.2 Evolution of the Interface During Subcooled Film
Boiling. Figure 3 shows the computational domain used in the
present analysis. The dimensionless outer radius,R, of the com-
putational domain has a value ofA6p or 4.34. The dimensionless
heightH, of the computational domain was chosen to be 15. Com-

Fig. 7 „Continued …
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putations were performed for thermophysical properties of PF-
5060 for wall superheat,DTw5100°C and liquid subcoolings
DTsub of 5°C, 10°C and 22°C. The vapor properties are evaluated
at a vapor mean temperature of (Twall1Tsat)/2 and the liquid prop-
erties are evaluated at (T`1Tsat)/2. For thermophysical property
values of saturated PF-5060 at atmospheric pressure the values of
the characteristic length and growth rate are obtained from Eq.
~19! as l o50.735 mm andvo5114.7 Hz, respectively. Similarly,
the characteristic time and velocity obtained from Eq.~38! are
to58.65 ms, anduo50.085 m/s, respectively.

Initially a vapor film of uniform thickness was perturbed using
a Bessel function distribution as follows:

z

z0
5@11eJ0~3.832r/R!#, (62)

whereJo is the Bessel’s function of order 0 and a value of 3.832
is the first root satisfyingdJo /dr50 ~Daly, @11#!, ande was set to
0.1. Herez is the location of the vapor-liquid interface in the
vertical direction from the wall, whilezo is the thickness of the
undisturbed vapor layer.@Note:zmax is the maximum height of the
vapor liquid interface from the wall andzmin is the minimum
vapor film thickness#. The initial velocity and pressure profiles
were obtained from linear stability analysis, as described by Son
@5#. Initially a conduction temperature profile~linear! is specified
in the vapor region and in the liquid region an error function
distribution of temperature is specified. The thickness of the ther-
mal boundary layer in the liquid is derived by assuming that a
semi-infinite liquid layer uniformly at subcooled temperature is

brought in contact with the interface at the saturation temperature.
The duration of contact is assumed to be equal to half of the time
period between two consecutive bubble departures at a particular
location.

Prediction of Interface Shape and Growth.The evolution of
the interface during one cycle was computed. The grid structure at
early and late periods of evolution of the interface is shown in Fig.
4. The computations were terminated after the radius of the neck
acquired a value smaller than the size of one mesh. In this work,
no attempt was made to track the bubble motion into liquid after
pinch off. The shapes of the evolving interface at several discrete
times from computations for superheat of 100°C and subcooling
of 5°C, and 10°C are shown in Fig. 5. The plotted interface height
at different radial positions has been non-dimensionalized with the
characteristic length. After the outer interface in the middle attains
an amplitude of about 3, a ‘‘neck’’ starts to form at the base of the
evolving interface. After the ‘‘neck’’ formation—the interface
continues to move inward until the bubble pinches off. The vapor
film is thinnest where the interface appears to attach to the heater
surface. The location at which minimum film thickness occurs
moves radially inward with time. The minimum vapor film thick-
ness is found to decrease with time until just prior to bubble
departure, when at the location of minimum vapor film thickness
the interface once again moves away from the wall. This is caused
by enhanced evaporation due to superheated vapor accelerating at
the location of minimum vapor film thickness.

The bubble shapes just prior to departure for the saturated case

Fig. 8 „a… Spatial distribution of velocity vectors for DTWÄ100°C and DTsubÄ10°C at tÄ5.5. Time is non-dimensionalized with
respect to t o and velocity is non-dimensionalized with respect to u o . The length of arrows plotted in the figure at the right are 2
times the respective length of arrows in the figure on the left; „b… spatial distribution of isotherms „u… for DTWÄ100°C and
DTsubÄ10°C at tÄ5.5. Time is non-dimensionalized with respect to t o .

Journal of Heat Transfer APRIL 2001, Vol. 123 Õ 279

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and for subcoolings,DTsub55°C and 10°C, for a wall superheat
of DTW5100°C are shown in Fig. 6. The effect of liquid subcool-
ing is to reduce the bubble height as well as the sideways growth
of the interface. At higher subcooling the liquid drag on the vapor
bubble is smaller because of the decrease in growth rate of the
interface and correspondingly there is less sideways protrusion of
the vapor bubble.

Thermal and Hydrodynamic Analyses.Both vapor and liquid
side hydrodynamics significantly modify the heat transfer mecha-
nisms in subcooled film boiling. In Figs. 7 and 8 velocity vectors
and isotherms, respectively, have been plotted for a wall superheat
of 100°C and for liquid subcooling of 10°C at dimensionless
times 3 and 5.5. The figures show that the magnitude of velocities
in the vapor phase are much higher than those in the liquid phase.
The vapor velocity increases radially inwards in the thin film re-
gion because of gradually decreasing flow area as the vapor
formed at the interface flows radially inward. The vapor injected
into the bubble from the thin film region induces a large convec-
tive motion in the bubble. The liquid velocities are higher near the
top part of the bubble due to dispacement of the liquid mass by
the expanding bubble and diminish in the pool. The radially in-
ward movement of the interface at the neck region causes the
liquid from the upper region to flow inward towards the neck
region.

The temperature profiles show that the spacing between the
isotherms is uniform in the thin film region. This indicates that the
energy transfer during film boiling is governed mainly by conduc-
tion in the thin film region, rather than by convection. The spacing
between isotherms is distorted in the vapor bubble due to large
convective motion in the bubble.

It is also observed that the thermal boundary layer is
‘‘squeezed’’ at the upper portion of the vapor bubble with rapid
evolution of the interface. The thermal boundary layer shrinks as
the interface rises at a rate faster than the development of the
thermal boundary layer in the liquid. However, the thermal
boundary layer in the neck region is quite thick because of lack of
upward convective motion.

Heat Flux Partitioning. In contrast to saturated film boiling
where liquid side heat transfer is nonexistent, in subcooled film
boiling the liquid side heat transfer significantly affects the evapo-

Fig. 9 Schematic of the various heat fluxes at the interface
and at the wall in subcooled film boiling

Fig. 8 „Continued …
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ration at the interface and thereby influences the wall heat trans-
fer. Figure 9 shows a schematic representation of the various com-
ponents of heat flux at the interface. The area averaged heat flux at
the wall, qW, is partitioned between the sensible heat gained by
the vapor~area averaged value!, qVS, and the heat flux at the
interface~area averaged!from the vapor side,qI ,V. ~The values

are averaged over an area bounded by a circle of radiusR8, where
R85ld2 /A2p.! The area averaged heat flux at the interface from
the vapor sideqI ,V, is partitioned between area averaged value of
heat lost to the liquid at the interface,qI ,L, and the heat flux,qVL,
utilized for vapor production at the interface. Hence the total heat
input, qVT, to the vapor phase as latent heat and sensible heat per
unit cell area per unit time, is obtained by summing ofqVS and
qVL, or

qW5qVS1qI ,V (63)

qI ,V5qI ,L1qVL (64)

qVT5qVL1qVS. (65)

The above components can be evaluated from the following rela-
tionships:

qW5
DTw

R82 E
r 50

r 5R8
2kvS ]uv

]y D
y50

2rdr (66)

qI ,V5
DTw

R82 E
r 50

r 5R8
2kv ĵ• S ]uv

]n̂ D
y5h0

2rdr (67)

Fig. 10 Plot of temporal variation of local values of wall Nu for
wall superheat, DTWÄ100°C and liquid subcooling, DTsub
Ä5°C and 10°C. The radial distances are non-dimensionalized
with respect to l o . Time t is non-dimensionalized with respect
to t o .

Fig. 11 Temporal variation of area averaged Nu at wall for wall
superheat, DTWÄ100°C and liquid subcooling, DTsubÄ0°C,
5°C, and 10°C. Time is non-dimensionalized with respect to t o .

Fig. 12 Temporal variation of area averaged Nu in the vapor
phase for wall siperheat, DTWÄ100°C and liquid subcooling,
DTsubÄ0°C, 5°C, and 10°C. Time is non-dimensionalized with
respect to t o .

Fig. 13 Temporal variation of component of averaged Nu in
the liquid phase for wall superheat, DTWÄ100°C and liquid
subcooling, DTsubÄ5°C and 10°C. Time is non-dimensionalized
with respect to t o .
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qI ,L5
DTsub

R82 E
r 50

r 5R8
2k l ¤̂•S ]u l

]n̂ D
u5n0

2rdr (68)

qV,L5ṁ̄hf g (69)

where

ṁ̄5
rvu0

R82 E
r 50

r 5R8
ṁ2rdr, (70)

whereṁ is defined in Eq.~51!, n̂ is the unit normal vector at any
radial location on the interface and¤̂ is the unit vector in they
direction. ~In saturated film boilingqI ,L50, and, hence,qI ,V
5qVL!.

The Nusselt number based on area averaged wall heat flux is
written as

NuW5
qWl 0

kvDTW
5

1

R82 E
r 50

r 5R8
NuW2rdr. (71)

Similar Nu can be defined forqI ,L, qVT, andqVL as

NuVT5
qVTl 0

kvDTW
(72)

NuI ,L5
qI ,Ll 0

kvDTW
(73)

NuVL5
qVLl 0

kvDTW
. (74)

The spatial variation of NuW at different times during the evo-
lution of the interface is shown in Fig. 10. Large variations in
NuW are seen to occur both spatially and temporally. The peak in
NuW occurs at a point where the vapor film thickness is minimum.
The location at which maximum heat transfer~or NuW! occurs is
seen to move radially inward towards the center with time. Also,
the magnitude of maximum heat transfer~or maximum value of
NuW! increases with time, until prior to bubble departure. Just
before bubble departure, the peak value of NuW is found to de-
crease. This result is different from that observed for results from
computations when property values of water are used@5#. The
value ofJav for a wall superheat of 100 °C for PF-5060 is 0.77,
and 0.09 for water.

High values ofJav imply that liquid can be readily evaporated
when exposed to superheated vapor. It is postulated that increase

Fig. 14 Plot of local Nu at interface for production of vapor entering the film for tÄ0, 3, 4.9, and 5.5. Time is
non-dimensionalized with respect to t o and radial distance is non-dimensionalized with respect to l o .

Table 2 Predictions for Nu W
% for DTWÄ100°C
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in the minimum vapor thickness just prior to bubble departure is a
result of evaporation induced by the high velocity vapor leaving
the film region.

Figure 11 shows the temporal variation of area averaged Nus-
selt number~or NuW! computed for the two values ofDTsub. It is
noted that as the interface evolves a significant increase inNuW
occurs from the initial value. The increase results from the in-
crease in local value of heat transfer coefficient in the thin film
region. With increase in liquid subcooling the area averaged heat
transfer coefficient increases. However, most of this enhancement
occurs in late stages of the evolution of the interface. In order to
understand the physics of the process further, we plot in Fig. 12,
area averaged Nusselt number based on heat input into the vapor
~phase change and sensible heat!. It is seen that with increase in
liquid subcooling less amount of energy partitions into the vapor.
The largest reduction in heat input into vapor occurs when the
interfacial area of the evolving interface increase very rapidly.
However, subsequently in the later stages of the evolution of the
interface some recovery in the total heat input in vapor takes
place.

Nusselt number based on area average heat transfer into the
subcooled liquid~or NuI ,L! is plotted in Fig. 13 as a function of
time during the growth period of the interface. At a given time the
Nusselt number increases as liquid subcooling is increased. For a
given subcooling the Nusselt number remains fairly constant dur-
ing the initial period but increases very rapidly in the dimension-
less time interval between 4 and 5. This is the period during which
a rapid reduction inNuVT was observed. During the bubble
growth period as much as five fold variation in liquid side heat
transfer is observed. Isotherms in the liquid show that during the
period of rapid increase in interfacial area the thermal boundary
layer in the upper portion of the bubble thins and in turn leads to
an increase in the rate of heat transfer into liquid. However, in the
later stages, as the interface slows down, the boundary layer thick-
ens once again and leads to reduced rate of heat transfer into
liquid.

In Fig. 14 the Nusselt number based on the energy utilized in
producing vapor at the interface is plotted as a function of radial
position at different times during the evolution of the interface. It
is seen that later periods of the evolution of the interface, negative
values of the of the Nusselt number occur at the top portion of the
vapor-liquid interface. The negative values imply that heat flux
into liquid in the thin thermal layer region is supported by con-
densation of vapor. At a radial position of about 2,NuVL is shown
to be multi-valued. This is reflection of the shape of the interface
and simultaneous evaporation and condensation that occur on dif-
ferent parts of the interface. The maximum value ofNuVL occurs
at the location where film is the thinnest.

The calculated values ofNuW based on area and time average
heat transfer coefficient at the wall are given in Table 2. As would
be expectedNuW increases with increase inJal or liquid subcool-
ing. The enhancement inNuW results from the fact that wall has to
supply not only the energy transferred into the vapor but also into
the liquid overlying the thin film region. For the limited range of
subcoolings studied in this work, the values listed in the table are
correlated as

NuW5NuW0
~110.5 Jal

* !, (75)

where NuWa is the Nusselt number obtained from the analysis
when liquid is saturated. The numerical constant found in Eq.~75!
is dependent on wall superheat orJav

* . The constant will increase

nonlinearly asJav
* is reduced. For the results presented in Table 2,

Jav
* is 0.77. This value is much higher than that obtained by Dhir

and Purohit@17# in their experiments of subcooled film boiling of
water. However, Dhir and Purohit’s analysis clearly showed a
reduction in the constant multiplyingJal

* as wall superheat was

increased. The value of 0.5 obtained in the present work is con-
sistent with that deduced from the results of Dhir and Purohit for
high wall superheats.

4 Conclusions

1 Three dimensional Taylor instability analysis in an axisym-
metric geometry has been performed. The analysis reveals that
most dominant Taylor wavelength during film boiling on a disc is
the same as that obtained from 2-D analysis in Cartesian coordi-
nates.

2 Numerical simulation of evolving interface during subcooled
film boiling have been performed. The analysis provides the shape
and the growth rates of the interface as well as the associated
hydrodynamic and thermal behavior.

3 The effect of liquid subcooling is to increase the wall heat
flux, mainly because of the heat loss to liquid that occurs in the
thin film region. With increased heat loss to the liquid the film
becomes thinner.

4 Condensation of vapor occurs on the top portion of the
evolving interface whereas evaporation occurs in the thin film
region.

Nomenclature

c 5 constant
cpl 5 liquid specific heat
cpv 5 vapor specific heat

g 5 gravitational acceleration
h 5 heat transfer coefficient

hf g 5 latent heat of vaporization
J 5 Bessel function

Ja* 5 modified Jacob number
k 5 wave number

l o 5 characteristic length
m 5 eigen value
n 5 eigen value

Nu 5 Nusselt number
p 5 pressure

Pr 5 Prandtl number
q 5 heat flux
R 5 radius
r 5 radial coordinate

Ra 5 Rayleigh number
Re 5 Reynolds number
Rs 5 radius of curvature of the interface

t 5 time
u 5 radial velocity
v 5 velocity in the vertical direction
w 5 velocity in the azimuthal direction
x 5 coordinate in the horizontal plane
y 5 vertical coordinate
z 5 coordinate in the horizontal plane
a 5 dimensionless wave number
g 5 interfacial tension

DTsub 5 liquid subcooling
DTw 5 wall superheat

k 5 thermal conductivity
z 5 interface position from the wall
h̄ 5 interface displacement from mean film thickness
u 5 dimensionless temperature
l 5 wavelength
m 5 molecular viscosity
n 5 kinetic viscosity
r 5 density
s 5 normal stress
t 5 shear stress
f 5 potential function

v0 5 characteristic growth rate
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Subscripts

c 5 critical
d2 5 most dangerous two-dimensional
IL 5 interface liquid side
IV 5 interface vapor side

l 5 liquid
nc 5 natural convection
v 5 vapor

VL 5 latent heat~vapor phase!
VS 5 sensible heat~vapor phase!
VT 5 vapor total
W 5 wall
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Study of Subcooled Film Boiling
on a Horizontal Disc:1
Part 2—Experiments
Experiments were performed to study subcooled film boiling of performance liquid PF-
5060 (made by 3-M Company) on a horizontal copper disc. The experiments were per-
formed for two regimes of film boiling involving departing vapor bubbles (low subcool-
ing) and nondeparting vapor bubbles (high subcooling). By employing high speed digital
camera, data were obtained for temporal variation of bubble height, bubble shape and
bubble growth rate over one cycle. Heat flux data were deduced from temperatures
measured with thermocouples embedded in the solid. The results from the numerical
model are compared with experimental data and are found to be in general agreement.
Particle Tracking Velocimetry (PTV) experiments were performed for a configuration of
non-departing vapor bubbles to study the flow field in the liquid phase. The PTV experi-
ments point to the existence of natural convection flow in the liquid phase and is in
qualitative agreement with the predictions available in the literature.
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1 Introduction
In subcooled film boiling the bulk temperature of the liquid

phase is lower than the saturation temperature. In such a situation
the heat flux at the wall is partitioned at the interface between
phase change and convective heat transfer into the subcooled liq-
uid. This results in higher heat transfer compared to saturated film
boiling.

Dhir and Purohit@1# observed experimentally that film boiling
heat transfer coefficients in subcooled film boiling on a sphere
were 50–60 percent higher than those predicted by the laminar
plane interface theory. The significant enhancement in liquid side
heat transfer was attributed to the alteration of flow field in the
liquid by interfacial waves. Experimental results of Vijaykumar
and Dhir@2,3#show that degree of subcooling significantly affects
the liquid side heat transfer in subcooled film boiling on a flat
vertical plate.

Nishio and Ohtake@4# observed that subcooled film boiling in
the ‘‘small cylinder diameter’’ regime could be divided into two
distinct regimes, ‘‘normal’’ and ‘‘singular.’’ In the ‘‘normal’’ re-
gime of film boiling~for R-113 as the test fluid and for heater wire
diameter greater than 0.2 mm! the boiling heat transfer coefficient
was found to increase with degree of subcooling. In the ‘‘singu-
lar’’ regime of film boiling ~for R-113 as the test fluid and heater
wire diameter less than 0.2 mm!, the heat transfer coefficients
were found to decrease to a minimum with increasing subcooling.
However, the authors did not provide any explanation for this
peculiar behavior in the ‘‘singular’’ regime.

Kikuchi et al. @5# found that in saturated film boiling of water
on silver coated spherical and cylindrical probes the liquid-solid
~L-S! contacts occurred with a much higher frequency compared
to subcooled film boiling, in which the L-S contacts were almost
nonexistent. This pointed to the stabilizing influence of subcool-
ing on the vapor-liquid interface in subcooled film boiling. They
also found that the L-S contact frequency was lower for a cylinder
than for a sphere.

Linear stability analysis performed by Busse and Schubert@6#
and also discussed by Busse@7#, for a system undergoing first

order phase change by heating from below pointed to the exis-
tence of different regimes of vapor-liquid interfacial instability.
An application of this analysis was in a geothermal situation
where, for instance, water can be stably stratified over steam. The
results of the aforementioned analysis were experimentally veri-
fied by Ahlers et al.@8#. The experiments involved isotropic-
nematic phase transition of a liquid crystal. They reported various
conditions where conduction temperature profile was obtained in
the heavier overlying nematic phase.

Under certain conditions of subcooling and wall heat flux val-
ues the vapor film is stably stratified under the liquid pool in
subcooled film boiling under pool boiling conditions. Study of
such a configuration is helpful in understanding the hydrodynamic
aspects of the vapor-liquid interface and heat transfer into the
subcooled liquid. Such a situation was reported by Ayazi and Dhir
@9#, for subcooled film boiling of water on a horizontal cylinder.
The authors argued that such a configuration of stationary vapor-
liquid interface can exist only when the vapor production rate at
the film matches the condensation rate at the bubble interface.
Based on the experimental results, the authors proposed a criterion
for the onset of collapse of subcooled film boiling on a horizontal
cylinder.

Though there is a huge body of literature on subcooled film
boiling—very few investigations have been performed to under-
stand the hydrodynamics of film boiling on a horizontal flat plate.
Part of the reason can be ascribed to the difficulty in gathering
experimental data for evolution of the interface on a flat plate
~compared to say, on a horizontal cylinder! and also in proper post
processing of the experimental data. The difficulty arises because
of obstruction of the view by bubbles departing in front and back
of the focal plane. This study was performed to enhance the un-
derstanding of subcooled film boiling on a horizontal flat plate
under pool boiling conditions. The objectives of the present inves-
tigation were to:~1! compare the hydrodynamic and wall heat
transfer experimental data with numerical predictions for a con-
figuration of departing bubbles at low subcoolings; and~2! study
the occurrence of a stably stratified vapor layer under the liquid
pool for subcooled film boiling on a horizontal disc at high sub-
coolings and compare the results with the numerical predictions of
Banerjee et al.@10#.

For this purpose, film boiling experiments were performed from
low to high subcoolings. In the experiments, spacing of the bubble
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releasing nodes, bubble shape during the evolution of the inter-
face, bubble growth rate, flow field in the liquid and overall heat
transfer rate were measured.

2 Experimental Apparatus
The experimental setup is shown in Fig. 1. The test section

consists of a cylindrical test heater block~machined from one end
of a 99.99 percent pure solid copper cylinder! placed on a steel
base plate and forms the base of a cubic viewing chamber~15 cm
each side!. The test heater block was machined to a diameter of
88.9 mm and a height of 42.18 mm. Holes were drilled into the
copper cylinder from bottom to insert several cartridge heaters.
Temperature was measured with thermocouples embedded in the
test block. The test liquid was confined to the viewing chamber
and was boiled on the copper surface. A cooling coil made of
copper tubing was placed just under the free surface of the test
liquid. Antifreeze mixture~mixture of ethylene glycol and water!
was used as a cooling fluid. The antifreeze mixture was chilled in
an external chiller unit to215°C and pumped through the cooling
coil to cool the test liquid and obtain the required degree of sub-
cooling. The temperature drop of the cooling fluid in the chiller
tubes was maintained at less than 1°C to ensure uniform cooling
at the free surface. Complete details of the apparatus are given by
Banerjee@11#.

Visualization studies were performed to determine the interface
motion. The viewing chamber was illuminated from outside with
tungsten filament incandescent light source placed behind optical
diffuser plates. Vapor bubbles were photographed with a digital
camera~manufactured by HiSys Inc.! at framing rates ranging
from 450 to 1024 frames/s. A measuring scale was glued on the
side of the steel jacket for calibration of the digital video pictures.
Simultaneous acquisition of thermocouple data for heat flux and
wall temperature and video pictures for temporal variation of
bubble height and bubble spacing was made. A few time exposure
still photographs were also recorded on high speed photographic
films. Various lense combinations ranging from 35–210 mm were
tried for obtaining motion pictures on the video camera as well as
for the still photographs. The pictures of the vapor bubbles on the
heater were obtained by taking video pictures at an angle from the
side of the viewing chamber. The angle of inclination, with re-
spect to the horizontal plane, of the video camera varied from 5
deg to 20 deg. The distance between vapor bubbles was measured
for vapor bubbles lying in a plane perpendicular to the viewing
axis. This was done to obviate the optical distortions arising from
the inclination of the camera.

Particle Tracking Velocimetry (PTV) Measurements.With the
objective of studying the flow-field within the liquid pool at high
subcoolings, the liquid pool above the heater was seeded with
particles and the video pictures of the particle motion were re-
corded. Since a priori information was available about the opti-
mum particle concentration, proper intensity and lighting tech-
niques as well as the required camera parameters~e.g.,
magnification, resolution of the digital video camera, exposure
time, etc.!for minimizing the errors in the data, the experimental
procedure was based on trial and error. The particles used in this
experiment were ground fish scales with a metallized coating of
Aluminum. The particles had a nominal diameter of 10mm. Also,
the particles had widely varying density distribution—depending
on the amount of metallized coating. Hence, particles with similar
density as the test fluid~PF-5060!were obtained by floatation
separation technique. In following this technique, particles were
well stirred in a container of PF-5060. The particles with same
density as liquid PF-5060 remained suspended in the liquid and
were sucked out with a pipette, thus separating them from the
floating particles at the free surface of the liquid and the particle
sediments settled at the bottom of the container. This way a slurry
of particles in PF-5060 was obtained with the solid particles hav-
ing the same density as the liquid PF-5060.

The particles were introduced from above into the liquid pool
during subcooled film boiling with a pipette and a plunger. The
pipette was filled with the slurry of the particles in PF-5060 and
was placed in the upper portion of the plane of imaging. The focal
plane of the high speed digital camera was aligned with the illu-
minating plane. Illumination was achieved with a 600W Lowel
Omni stage lamp~manufacturer: Omni Inc.! placed behind a col-
limator arrangement to generate a light sheet of approximately 1
mm thickness. He-Ne lasers of power rating 10mW, 100mW, and
300mW were also tried as illumination sources. However they
were found to be unsuitable due to rapid attenuation of the illu-
mination intensity of the light sheet.

To determine the flow field in the liquid, it was necessary to
obtain simultaneous image of the particles and the vapor bubbles.
Light scattered by the particles was sufficient to obtain an image
on the digital video camera placed perpendicular to the light sheet.
However, the light reflected by the vapor bubbles was insufficient
to obtain an image on the digital video camera. Hence, a 60 W
incandescent light source was placed on the side opposite to the
camera, along with a set of diffuser plates to obtain a faint outline
of the vapor bubbles in the images. This unconventional arrange-
ment ~compared to standard two-dimensional PTV! was necessi-

Fig. 1 Schematic diagram of experimental apparatus
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tated by the need to obtain uniform background illumination as
well as to restrict the illumination intensity to obtain images of
particles and vapor bubbles at the same instant.

2.1 Experimental Procedure. The test surface was rubbed
with 500 grit emery paper followed by 1000 grit emery paper and
cleaned with acetone, prior to any test run. The test surface was
heated to a temperature above the required superheat and the
viewing chamber was filled with the test liquid to a certain fixed
height.

A data acquisition system, consisting of a digital to analog con-
verter and 16 channel data logger~manufacturer: Strawberry
Tree!, was used to record the signals from the thermocouples
placed inside the copper block, on the outer surface of the steel
jacket, in the test liquid, and the side walls of the test section.

The wall heat flux was adjusted by a variac to achieve the
required superheat for obtaining film boiling under steady-state
conditions. Tests were considered to be steady state when the
temperature of the test block changed less than61°C in 5 min-
utes. The liquid temperature changes were less than60.5°C in 1
minute for liquid subcooling upto 20°C. Care was taken to avoid
liquid thermal stratification. The liquid thermal stratification was
found to be less than 0.5°C in a height of over 5 cm for subcool-
ings upto 20°C. The liquid subcooling was varied from 0 to 42°C
and the wall superheat was varied from 50 to 100°C.

After steady state conditions were established the video camera
was focussed on an area on the test surface for video capture of
temporal evolution of vapor bubbles. The image of the measuring
scale was recorded at the end of each experimental run for cali-
brating the magnification parameters of the camera and subse-
quent post processing for calculation of the bubble height.

2.2 Data Reduction

Wavelength Measurements.The radial location of bubbles
was measured in pixels from the individual digital frames of the
video pictures and converted to the actual distance, by multiplying
with camera magnification. This enabled the measurement of the
wavelengths in the radial direction. The circumferential direction
wavelengths were obtained by counting the number of bubbles in
each concentric ring. From this the average bubble separation dis-
tance in the circumferential direction was obtained by dividing the
circumference of the ring by the number of bubbles.

Bubble Growth Rate Measurements.From the video films the
height of the evolving interface was determined as a function of
time. The interfacial velocity was obtained by taking the temporal
derivative of the bubble height (zmax). The interfacial velocity in
this situation is given by

dzmax

dt
5

~Dzmax!

~Dt !
(1)

The growth rate is given by

v5
zo

zmax

d~zmax/zo!

dt
5

d

dt
~ ln@zmax/zo# !, (2)

where,zo is the undisturbed height of the vapor layer from the
wall.

Particle Tracking Velocity Measurements.Using the ‘‘path-
line method,’’ the velocity field in the liquid pool was measured
with particles seeded in the liquid. In this method the displace-
ment of a specific particle was measured between two consecutive
video frames to obtain the velocity as

u5
Ds

S
f , (3)

wheres is the displacement of the particle,S is the magnification
factor of the camera, andf is the framing rate of the video camera.

The calculated value of the velocity was assigned to the mid-point
between the initial and final locations of the particle.

Heat Flux Measurements.In steady-state tests, surface heat
fluxes are readily calculated using the spatial temperature distri-
bution recorded from the thermocouples. One-dimensional heat
flow was found to exist inside the test heater block. The tempera-
ture distribution in the copper block was linear and the heat flux,
qW , was evaluated from the gradient of the temperature profiles in
the copper block, as

qW5ks

DT

Dy
, (4)

whereks is the thermal conductivity of heater test block material
~copper!,DT is the temperature differential between two thermo-
couples lying in the same vertical plane, andDy is the distance
between them. The surface temperature was obtained by simply
extrapolating the temperature profile to the surface. Hence, the
average wall Nusselt number NuW

% and the average heat transfer
coefficient in film boilingh% can be defined as

NuW
% 5

qWl o

DTWkv
; h% 5

qW

DTW
. (5)

The characteristic length scale,l o and growth frequency,vo , in
film boiling are defined as

l o5F g

~r l2rv!gG1/2

; vo5F S r l2rv

r l1rv
D S g

l o
D G1/2

. (6)

2.3 Error Analysis. The uncertainty in heat flux data is es-
timated to be612 percent whereas the uncertainty in heat transfer
coefficient values is estimated to be615 percent. The error in
measurement of interface height is estimated to be610 percent,
in interface velocity,611 percent and in interface growth fre-
quency616 percent. For details of error analyses the reader is
referred to Banerjee@11#.

The net error in displacement measurement of particles in the
PTV experiments is calculated to be610 percent neglecting the
three-dimensional effects of the velocity field. By including the
three-dimensional effects in the velocity field this error is esti-
mated to be less than 15 percent. The net error in velocity deter-
mination is estimated to be about610.5 percent when neglecting
the three-dimensional effects and is estimated to be about615
percent when including the three-dimensional effects.

3 Results and Discussion
Experimental observations of interfacial behavior and wall heat

transfer were made for a range of liquid subcoolings. At low
liquid subcoolings the interface was observed to evolve as for
saturated film boiling and vapor bubbles were released in a regular
and cyclic manner from the interface. However, at high subcool-
ings the interface acquired a static shape. As such, discussion of
results is divided into low and high subcooling cases.

3.1 Low Subcooling. For film boiling under subcooled con-
ditions data were taken for dominant wavelength, interface shape,
growth of interface, growth rate and for the heat transfer coeffi-
cient and comparisons were made with predictions.

Dominant Wavelength.Because of the passage through the
pool of the bubbles leaving the interface, it was difficult to capture
an unambiguous view of the orientation and location of the bubble
releasing nodes at low subcoolings. However, with increased sub-
cooling the interface acquired a nearly static shape, as will be
discussed in more detail later. In this situation a clear view of the
location of the bubble releasing nodes could be obtained. This is
depicted in the photograph in Fig. 2. In this photograph the loca-
tion of wave peaks in several radial rings and in the azimuthal
direction can be clearly seen. It is in this context that Fig. 2 is
contained in this section on low subcooling. From such photo-
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graphs the ring radius as a function of discrete values of the ring
number,n, from the center and the number of wave modes~m! in
thenth ring could be obtained. Figure 3 compares with the data the
dimensionless value of ring radius as a function of ring number,n,
with that predicted from the analysis. It is seen that though there is
some variability in the data obtained from different experiments,
the predictions are in general agreement with data. A similar com-
parison of the number of wave modes,m, as function ofn is
performed in Fig. 4. Although the agreement between predictions
from analysis and data is reasonable, the data also show scatter.
Some scatter in the data is not unexpected because of some lateral
merger of bubbles. Any merger can reduce the number of wave
modes by one, until the original pattern re-establishes. Good
agreement with analytical predictions of the measured values of
r nd

, andm suggest that as assumed in the analysis the dominant

wavelength in the radial and azimuthal directions are the same and
are equal to two-dimensional Taylor wavelength,ld2 . By divid-
ing the total surface area of the disc with the number of wave-
nodes, the area supported by one node is found to be approxi-
matelyld2

2 . This is within 65 percent of the predicted values.

Comparison of Interface Shapes.Comparison is made for the
interface shape predictions from numerical simulations with vapor
bubble pictures taken during experiments and is shown in Fig. 5,
for subcooled film boiling of PF-5060 at a wall superheat of
DTW5100°C andDTsub510°C. Three frames prior to bubble
departure are shown in Fig. 5 in three separate rows. The picture

Fig. 2 Digital image of non-departing bubbles arranged on
concentric rings on a horizontal circular plate for superheat of
52°C and subcooling of 42°C obtained from a single frame of
movie. Camera angle: 10 deg to the horizontal. Test-Fluid: PF-
5060. About 5 percent of the bubbles were found to depart by
merger of contiguous bubbles caused by natural convection
circulation induced into the liquid pool from the side walls.

Fig. 3 Comparison of prediction for most probable values of
r n for different rings with the experimental measurements

Fig. 4 Comparison of prediction for most probable values of
r n with the experimental measurements of number of crests in
a ring

Fig. 5 Comparison of shapes of vapor bubbles obtained from
experiments with numerical predictions of interface shape for
subcooled film boiling of PF-5060 at a wall superheat of DTW
Ä100°C and DTsubÄ10°C. The pictures are at 1.2 ms intervals
starting at 39.1 ms from the detected formation of the vapor
bulge.
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on the right in each row was obtained from a single frame of the
video motion picture recorded from experiments. The left plot in
each row is the shape of the bubble obtained from numerical
analyses at corresponding time step prior to bubble departure. In
the middle of the predicted and observed bubble shapes is their
superimposition. It is found that the predicted interfacial shapes
agree quite well with the experimental data.

Interface Position. The highest position of the interface from
the wall was measured in experiments and is plotted in Figs. 6 and
7 for liquid subcoolings of 5°C (Jal* 50.069) and 10°C (Jal*
50.133), respectively. In both cases data are plotted as a function
of time from two different experiments. The interface height is
normalized with initial vapor thickness of 0.77 mm and time is
normalized with respect to inverse of the growth rate obtained
from linear stability analysis for infinite fluid layers. In these fig-
ures the solid line represents prediction from the numerical simu-
lations whereas the dotted line is from the linear stability theory.
The last point on the solid lines represent the initial height just
before departure and at the end of the measured growth period.
The numerical simulations correctly predict the nonlinear behav-
ior of the interface during its evolution, especially slowing down
of the interface in the later stages of the end of growth period. The
model generally tends to underpredict the maximum interface
position just prior to bubble pinch off by about 10 percent. How-
ever the observed growth periods lie within610 percent of the
predictions.

Growth Rate. The interface growth rate was obtained from
data such as plotted in Figs. 6 and 7 by dividing the displacement
at two consecutive times with the time interval between the two.
The corresponding frequency normalized with the ‘‘most danger-
ous frequency’’ (0.62vo) for infinite vapor-liquid layers is plot-
ted in Figs. 8 and 9. In these figures the abscissa is the dimension-
less position of the peak of the interface. The dotted line in these
figures marks the ‘‘most dangerous frequency’’ (vdf

) where the
vapor layer is assumed to have a finite thickness of 0.77 mm (zo).
The solid line is the prediction from the numerical simulations.
The growth rate is predicted to increase to a maximum value as
the interface evolves, acquire a nearly constant value before de-
creasing again to or below the finite vapor layer value before
bubble ‘‘pinch off.’’ The predictions are seen to be in general
agreement with the data, although the data show significant scat-
ter. Two possible reasons for this large scatter are identified. One
is the uncertainty~616 percent!that exists when the derivative is
obtained by taking a ratio of two small quantities. The second
originates from the occasional merger of two neighboring
bubbles. The merger resulted in the departure of a larger bubble.
The wake left behind by the larger bubble distorted the flow field
and caused an asymmetric growth rate of the interface in the
vicinity.

Wall Heat Transfer. From the wall heat flux measured in
steady state experiments and the deduced wall temperature, the
heat transfer coefficient and in turn the area and time averaged

Fig. 6 Comparison of experimental data „denoted by various
marker symbols … with numerical predictions „denoted by solid
line… for temporal variation of bubble height for wall superheat,
DTWÄ100°C and liquid subcoolings, DTsubÄ5°C. The dotted
line represents prediction from linear stability theory.

Fig. 7 Comparison of experimental data „denoted by various
marker symbols … with numerical predictions „denoted by solid
line… for temporal variation of bubble height for wall superheat,
DTWÄ100°C and liquid subcoolings, DTsubÄ10°C. The dotted
line represents prediction from linear stability theory.
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Nusselt number, NuW% could be obtained. The values of NuW
% ob-

tained in different experiments for liquid subcoolings upto 29.4°C
are given in Table 1. In this table the values of NuW

% predicted
from the numerical simulations are also listed. It should be noted
that numerical predictions were made for constant heater surface
temperature whereas the experiments were conducted by control-
ling the wall heat flux. It has been shown by Banerjee et al.@12#
that because of spatial and temporal variations of the heat transfer
coefficient, local heater surface temperature varies with time.
However, for a thick copper surface the temperature variations are
not expected to be significant and in turn the difference in the
predicted heat transfer coefficient for constant wall temperature
and for constant heat flux cases is expected to be quite small.

Figure 10 shows a comparison of the experimentally measured
NuW
% with the numerical predictions as a function of liquid sub-
cooling. It is found that the predictions are about 20 percent lower
than the best fit through the data. Two possible reasons are ad-
vanced for this underprediction. One is the uncertainty that exists
in the thermophysical properties of PF-5060 vapor, especially
thermal conductivity and viscosity. The second is that the numeri-
cal simulations are based on a two-dimensional axisymmetric
model of the film boiling process. In reality the process is three
dimensional.

3.2 High Subcooling. At a wall superheat of 50°C and liq-
uid subcooling greater than 38°C the interface was observed to
acquire a near static shape. A photograph of the film boiling phe-
nomena under static conditions of the interface is shown in Fig. 2.
Under the static interface condition, however, about 3–5 percent
of the vapor bubbles were observed to depart from the heater.

Some bubble mergers occurred between the neighboring bubbles
on the same ring as well as between bubbles lying on the adjacent
rings. The radial as well as azimuthal movement of the bubbles is
believed to result from the toroidal single phase convective cells
that were present in the liquid. After bubble merger the orderly
separation distance between the bubbles was distorted. However,
subsequent to bubble departure, new bubble releasing nodes were
seen to develop and the node separation distance was found to
restore to its original value.

Flow Field. Particle Tracking Velocimetry~two-dimensional!
provided the flow field in the liquid pool when the interface was
nearly static. Figure 11 shows the liquid field obtained from par-
ticle velocimetry at intervals of 4 ms. Since particle density in
pool was sparse~to facilitate localized measurements! particle po-
sitions from five consecutive video frames were combined to-
gether to obtain the information contained in each plot. The par-
ticle locations in each frame were mapped and the velocity field
was evaluated from displacement of the particles. The viewing
area was restricted to an area of 7 mm square in order to achieve
the optimum resolution for the video camera. The viewing plane
was chosen to begin just above the surface of the heater with the
objective of studying the flow field above the interface. However,
this placed a constraint on the measurements sincethe particle
concentration tended to be lower near the wall due to lesser de-
gree of convective motion just above the thin film region.

It is noted that velocity vectors in general show a downward
motion in the region~valley! between two nodes. Above the crests
~the larger bubble in Fig. 11!the velocity vectors are pointed

Fig. 8 Comparison of experimental data „denoted by various
marker symbols … with numerical predictions „denoted by solid
line… for temporal variation of bubble growth rate with bubble
height. The dotted line represents prediction of growth rate,
vd f

, from linear stability theory.

Fig. 9 Comparison of experimental data „denoted by various
marker symbols … with numerical predictions „denoted by solid
line… for temporal variation of bubble growth rate with bubble
height. The dotted line represents prediction of growth rate,
vd f

, from linear stability theory.
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upwards. The velocity vectors do show a general motion from
right to left. It is believed that the cause of this motion is the
toroidal convective cells that were also present in the liquid pool.
Highest measured velocities of 100 mm/s are comparable to those
predicted from the simulations of Banerjee et al.@10# for convec-
tion in a cylindrical cell with a bubble like protrusion at the
bottom.

Heat Transfer. The Nusselt numbers based on the area and
time averaged heat transfer coefficient obtained under the static
mode are listed in Table 2. The data for the static mode was taken
over a rather limited range of wall superheats and liquid subcool-
ings. In the static mode, vapor produced in the thin film region
between adjacent bubbles is condensed at the upper surface of the
bubble. As a result all of the energy transferred from the wall is
dissipated into the pool through single phase natural convection.
The vapor liquid interface and the surface of the cooling coils
serve as high and low temperature surfaces, respectively. On the
interface liquid suction~in the region where evaporation takes
place!occurs. However, its effect on the natural convection heat
transfer is considered to be small.

In the numerical simulation of the convective process in the
circular cell surrounding a bubble, the height of the bubble pro-
trusion was varied parametrically in the study by Banerjee et al.
@10#. It was seen that the presence of the protrusion on the lower
surface was to enhance the overall heat transfer. However, the
effect was not significant, as in the range of parameters studied the
enhancement was always less than 20 percent. Also the highest

Rayleigh number considered in their work was 106. In Fig. 12, the
Nusselt numbers predicted from their work are plotted as a func-
tion of Rayleigh number. The chainlines represent the extrapola-
tion of their predictions to Rayleigh numbers upto 23108. For the
numerical analysis, Rayleigh number was based on the heightH
of the liquid layer above the interface~which was equal to 4 times
the vapor bubble radius!. For fluid properties of PF-5060 the value
of H is 1.28 cm. In Fig. 12 the Nusselt numbers from Table 1 are
also plotted. In plotting these data, the values listed in Table 2
were multiplied by (kv /k l3H/ l o). It is interesting to note that
the results predicted from the extrapolated correlations nicely
bound the data. Correlations for natural convection in cylinders
with heated bottom, cooled top and insulated boundary have been
reported by several investigators. Fishenden and Saunders@13#
proposed a correlation of the form

Nu%50.1Ra1/3, (7)

whereas Chavanne et al.@14# proposed the correlation

Nu%50.17Ra2/7. (8)

In Fig. 12 these correlations are also plotted. It is noted that the
observed value of Nusselt number is about 40 percent higher than
the prediction from correlation of Fishenden and Saunders@13#.
Some underprediction by correlation Eqs. 7 and 8 is expected
since they were obtained for rigid bounding wall of the cylinder.
In the present work near zero shear stress condition exists at the
plane of symmetry between two nodes. Also, these correlations
did not account for the presence of a protrusion at the lower
surface.

4 Conclusions

1 Experimental validations of the numerical predictions for the
evolution of the interface shape, temporal position of the inter-
face, interface growth rates and wall heat flux values were per-
formed. The numerical predictions are found to be in general
agreement with the PF-5060 data obtained at low subcoolings.

2 The numerical simulations, generally underpredict the bubble
height at departure by about 10 percent. However, the interface
shape, interface evolution and interface growth rates prior to
bubble departure are predicted within the range of experimental
uncertainties. The growth rates of the liquid-vapor interface in
subcooled film boiling were found to decrease with increase in
subcooling.

Fig. 10 Comparison of predictions for Nu W
% with experimental

data for wall super-heat, DTWÄ100°C, and liquid subcooling up
to DTsubÄ22°C

Table 1 Data obtained from low subcooling steady-state ex-
periments.
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3 The wall heat flux values were underpredicted by about 20
percent for steady-state data. However, the model correctly pre-
dicts the rate of increase of wall heat transfer with increase in
subcooling.

4 At high subcoolings the interface acquires a static shape.
5 The results from two-dimensional PTV experiments qualita-

tively match the velocity field predictions obtained from the static

model of Banerjee et al.@10#. The flow in the liquid pool is to-
wards the valleys and is away from the protrusions.

6 The experimental data for NuW
% at high liquid subcoolings are

bounded by the extrapolated results from the numerical model of
Banerjee et al.@10# for the static bubble case. Correlations ob-

Fig. 11 Sample results from two-dimensional, PTV experiments showing the spatial distribution of velocity
vectors at a particular instant. The frames are 4 ms apart. The protrusions depict outline of two vapor bubbles.

Fig. 12 Comparison of predictions for Nu% from numerical re-
sults of Banerjee et al. †10‡ for B ÕHÄ0 and B ÕHÄ0.24 with
steady-state experimental data from Table 2. Correlction of
Fishenden and Saunders †13‡ has been plotted as ‘‘Eq. „7…’’ and
Correlation of Chavanne et al. †14‡ has been plotted as ‘‘Eq.
„8….’’ Extrapolated trend lines for numerical predictions of Ban-
erjee et al. †10‡ are also shown.

Table 2 Heat transfer results for high subcoolings
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tained from literature for natural convection in circular cylinders
underpredict the experimental values of NuW

% by about 40 percent.

Nomenclature

B 5 height of bubble
f 5 camera framing rate

H 5 height of liquid pool above heater surface
m 5 wave number in the azimuthal direction
n 5 ring number in the radial direction
S 5 camera magnification factor
s 5 displacement
k 5 thermal conductivity

Subscripts

max 5 maximum
d 5 corresponding to ‘‘most dangerous’’ or fastest growing

wave
f 5 value obtained from linear stability theory
s 5 substrate heater property

Superscripts

% 5 space and time average quantity
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Mixed-Convection Laminar Film
Condensation on an Inclined
Elliptical Tube
The present theoretical study concerns with mixed-convection laminar film condensation
outside an inclined elliptical tube with isothermal surface. The assumptions used are as in
the classical Nusselt-Rohsenow theory, however, with considering the interfacial vapor
shear by extending a circular-tube shear model developed in a previous study. An equiva-
lent diameter, based on equal surface area, is introduced in the analysis to enable com-
parison with circular tubes. For zero ellipticity, the approach simplifies to the circular
tube model developed in our previous work. A numerical solution has been obtained for
a wide range of the independent parameters. The results indicate that the heat transfer
performance of the inclined elliptical tube enhances with the increase of tube ellipticity
compared to an inclined circular tube of equivalent diameter. For forced-convection-
dominated film condensation, the rate of this enhancement in the heat transfer coefficient
is found smaller than that for pure-free-convection film.@DOI: 10.1115/1.1338136#

Keywords: Condensation, Film, Heat Transfer, Laminar, Mixed Convection

1 Introduction
The problem of laminar film condensation outside elliptical

tubes has received considerable attention in recent studies. This is
due to the desire for designing more efficient tube condensers.

For a pure-free-convection film condensation on horizontal el-
liptical tubes, many studies have been made based on the classical
assumptions of Nusselt-Rohsenow theory. Cheng and Tao@1#
found that the heat transfer performance of a horizontal elliptical
tube~with the major axis oriented vertical! is better than that of a
horizontal circular tube with the same condensation surface area.
Namely, the increase in mean heat transfer coefficient was found
about 11 percent for tube eccentricity1 j50.4 ~i.e., ellipticity e
'0.92!. Later, Yang and Chen@2# proved theoretically that mean
Nusselt number is almost unaffected by surface tension due to
surface curvature changing.

A few numbers of recent studies have been focused on the use
of inclined elliptical tubes that may serve to thin the condensate
film and, consequently, improve the heat transfer performance.

In a Nusselt-type model, Fieg and Roetzel@3# studied the effect
of the axial inclination of an elliptical tube from the horizontal on
its heat transfer performance during free-convection film conden-
sation mode. They concluded that the use of an inclined elliptical
tube enhances the heat transfer performance compared to an in-
clined circular tube with equivalent condensation surface area.

Recently, Yang and Hsu@4# analyzed the problem of combined
free and forced convection film condensation on a horizontal el-
liptical tube ~major ellipse axis oriented vertical! under uniform
wall heat flux condition. The classical laminar-film assumptions
of Nusselt-Rohsenow theory were adopted in their analysis, how-
ever, with considering the effects of vapor shear and pressure
gradient. The simple shear model of Shekriladze and Gomelauri
@5# was employed to evaluate the vapor shear at the condensate
surface. Yang and Hsu concluded that the increase of tube ellip-
ticity enhances the mean heat transfer coefficient compared to an
equivalent-area circular tube. This enhancement for pure-forced
convection film condensation was found smaller than that for
pure-free-convection film. Following Yang and Hsu, Memory

et al. @6# analyzed the same problem under isothermal surface
condition, however, with considering the effects of surface tension
and pressure gradient on the film flow. They concluded that the
effects of these two parameters on the mean heat transfer coeffi-
cient are insignificant.

However, the problem of mixed-convection laminar film con-
densation on an inclined elliptical tube~to author’s knowledge!
has not yet been addressed in the literature. Therefore, in the
present work, this problem will be analyzed for the case of being
the minor axis of the inclined tube ellipse oriented horizontal. The
classical assumptions of Nusselt@7# will be used in the analysis.
This is with modeling the interfacial vapor shear by extending the
simple shear model of Shekriladze and Gomelauri@5# developed
for the horizontal circular tube.

2 Analysis
Consider an elliptical tube inclined at anglew to the horizontal

with the minor axis ‘‘2b’’ of its cross-sectional ellipse oriented
horizontal. A pure saturated vapor flows downward with uniform
vertical velocityV` over the external tube surface. The wall tem-
peratureTw is assumed uniform and much lower than the vapor
saturation temperatureTs . Thus, continuous condensate film will
form on the external surface with simultaneous flow in both axial
and peripheral directions. The physical model under consideration
is shown in Fig. 1, where the curvilinear coordinates~x,y! are
used; withx aligned along the ellipse periphery andy is its nor-
mal. The linear coordinatez is taken in the axial direction of tube.

An adequate mathematical formulation of the problem is very
complicated. Therefore, the standard Nusselt@7# approximations
~including neglecting the effects of inertia, convection, surface
tension and pressure gradient! are used, except the interfacial va-
por shear is considered.

The above approximations simplify the momentum equation of
condensate film inx andz-directions, respectively, as follows:

m
]2u

]y2 1rg sinf cosw50 (1)

m
]2w

]y2 1rg sinw50. (2)
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1Eccentricityj5A12e2.
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Equations~1! and ~2! are subject to the following boundary and
interface conditions:

at y50, u50, w50 (3)

at y5d,
]u

]y
5

tdx

m
,

]w

]y
5

tdz

m
, (4)

where u and w are the film velocity components inx and
z-directions, respectively. The symbolstdx andtdz denote, respec-
tively, to x and z-components of interfacial vapor shear stress,
while the symbold signs to the local film thickness.

Assuming potential vapor flow with uniform vertical velocity
V` over the inclined tube, the vapor velocity at the boundary layer
edge may be derived in thex andz-directions, respectively, by

Vx5V`~11A~12e2!!sinf cosw (5)

Vz5V` sinw. (6)

The parametere(5Aa22b2/a) denotes to the ellipse ellipticity.
The anglef is measured between the tangent to the tube ellipse at
any point (r ,u) and the horizontal.

Fig. 1 Physical model and coordinate system
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In a similar way to that made by Shekriladze and Gomelauri
@5#, the interfacial shear stress can be evaluated~under infinite-
condensation-rate condition! in the tangential and axial directions,
respectively, by

tdx5mc9~Vx2ud!'mc9Vx (7)

tdz5mc9~Vz2wd!'mc9Vz , (8)

wheremc9 is the local condensation mass flux.
In both Eqs.~7! and ~8!, the interfacial liquid velocity is con-

sidered negligible compared to the vapor velocity, as assumed in
the model of Yang and Chen@2#.

It is seen from Eqs.~5! and ~7! that the peripheral interfacial
shear stresstdx is positive for all values of the peripheral anglef.
This means that separation of vapor boundary layer is excluded in
the present analysis.

By solving Eqs.~1! and ~2! subject to boundary conditions~3!
and ~4!, and substituting Eqs.~5!–~8! to eliminatetdx and tdz ,
one gets

u5
y

m S mc9V`~11A12e2!2rgS y

2
2d D D sinf cosw (9)

w5
y

m S mc9V`2rgS y

2
2d D D sinw. (10)

A heat balance at the liquid-vapor interface, as in Nusselt theory,
gives

mc95
kDT

hf g9 d
, (11)

wherehf g9 (5hf g13CpDT/8) is modified latent heat of condensa-
tion proposed originally by Rohsenow@8# to account for the ef-
fects of heat convection in condensate film.

A mass balance for the condensate element, shown in Fig. 1,
yields

mc95r
]

]x S E
0

d

udyD 1r
]

]z S E
0

d

wdyD . (12)

Combining Eqs.~9!–~12! to eliminatemc9 yields the following
partial differential equation for local film thickness:

d
]

]x S d sinfS 212A12e21
4rghf g9

3kDTV`
d2D D

1tanwS 11
2rghf g9

kDTV`
d2D ]d2

]z
5

4n

V` cosw
. (13)

Here, it is convenient to express the differential arc length,dx,
in polar coordinates. Referring to Fig. 1,dx may be expressed, as
in the analysis of Yang and Hsu@4#, by

dx5~de/2!I ~f!df, (14)

where

de5
2a

p
~12e2!E

0

p

~12e2 sin2 f!23/2df (15)

I ~f!5p~12e2 sin2 f!23/2Y E
0

p

~12e2 sin2 f!23/2df,

(16)

wherede is an equivalent circular diameter based on equal outside
surface area, which is introduced to enable comparison with cir-
cular tubes.

By inserting the arc lengthdx from Eq. ~14! into Eq. ~13!, one
gets~after some rearrangement! the following partial differential
equation:

sinfS R̃e

2de
2 ~11A12e2!1

Gr

de
4

mhf g9

kDT
d2D ]d2

]f

1
de

4
I ~f!tanwS R̃e

de
2 1

2 Gr

de
4

mhf g9

kDT
d2D ]d2

]z

1cosfS R̃e

de
2 ~11A12e2!1

2 Gr

3de
4

mhf g9

kDT
d2D d25

I ~f!

cosw

(17)

for the local condensate film thicknessd as a function of the
two-phase Reynolds number R˜e, Grashof number Gr, inclination
angle w, peripheral anglef, temperature dropDT and axial
locationz.
By introducing the dimensionless local film thicknessD,

D5
d

2de

AR̃e cosw (18)

and the dimensionless axial locationZ1

Z152z/~de tanw! (19)

Equation~17! can be rewritten in the dimensionless form

sinf~11A~12e2!18FD2!
]D2

]f
1I ~f!~118FD2!

]D2

]Z1

12 cosfS 11A~12e2!1
8

3
FD2DD25

I ~f!

2
(20)

wherein

F5~Gr/~R̃e2 cosw!)~mhf g9 /kDT! (21)

is a dimensionless mixed-convection parameter, which gives a
measure of the relative importance of gravity force to vapor shear
on condensate film motion.

The appropriate boundary conditions are

at Z150; D50, p>f>0 (22)

at f50, f5p;
]D

]f
50; `>Z1>0 (23)

at Z1→`;
]D

]Z1 50. (24)

The first boundary condition~22! indicates that the film thickness
is zero around the ellipse periphery at the upper tube end. The
second expresses the symmetry of condensate film and its smooth-
ness at the top (f50) and bottom (f5p) points along the in-
clined tube. The third condition implies that for an inclined tube
of infinite length, the thickness of the film after a short length
from its start point atz50 becomes nearly as a function of pe-
ripheral tube anglef only ~Fieg and Roetzel@3#!.

Here, it is important to point that application of governing Eqs.
~17!–~24! is limited for an inclination anglew in the range: 0
<w,p/2.

3 Solution

3.1 Special Solutions. First, the following special cases will
be considered:

3.1.1 Mixed-Convection Laminar Film on Inclined Circular
Tube. For an inclined circular tube~e50 and I (f)50!, the
governing Eq.~20! reduces to that found in a previous study by
Mosaad @9#. For more details, the reader can return to this
reference.
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3.1.2 Forced-Convection Laminar Film on Inclined Elliptical
Tube. For this case ofF50, Eq. ~20! simplifies to that one
found previously by Mosaad@10#who solved it analytically by the
method of characteristics.

For the simple infinite-tube-length case, the following expres-
sion of mean Nusselt number was found

NuL` /AR̃e cosw5
1

p&
E

0

p

sinfS E
0

f

~sinf/ f ~f!!df D 21/2

df,

(25)

where the functionf (f)5(11A12e2)/I (f).
For the case of a horizontal circular tube~e50, w50, and

I (f)51!, Eq. ~25! simplifies to the known solution of Shek-
riladze and Gomelauri@5#.

3.1.3 Free-Convection Laminar Film on Inclined Elliptical
Tube. For this case ofF→` or R̃e50, Eq. ~17! reduces to a
simpler one that can be written in the following dimensionless
form:

]b

]Z1 1
sinf

I ~f!

]b

]f
5

4

3 S 12
cosf

I ~f!
b D , (26)

whereb is a dimensionless film thickness defined by

b5
2d4

3de
4

Ra

Ja
cosw, (27)

wherein Ra is Rayleigh number and Ja is Jakob number.
For e50 andI (f)51 ~inclined circular tube!, Eq. ~26! simpli-

fies to the same result found previously by Hassan and Jakob@11#.
For the more special case of infinite-tube-length, the term

]b/]Z1 in Eq. ~26! can be neglected compared to the term]b/]f,
following Fieg and Roetzel@3#. Hence, Eq.~26! reduces to one
that can be solved analytically, for]b/]f→0 asf→0, to yield

b5
4/3

sin4/3f E
0

f

I ~f!sin1/3 fdf. (28)

By using Eqs. ~27! and ~28!, the local Nusselt number Nu
(5de /d) is found to be calculated by

Nu/A4 ~Ra/Ja!cosw5sin1/3 fS 2E
0

f

I ~f!sin1/3 fdf D 21/4

.

(29)

Consequently, the mean ‘‘overall’’ Nusselt number is calculated
from

NuL` /A4 ~Ra/Ja!cosw

5
1

p E
0

p

sinfS 2E
0

f

I ~f!sin1/3 fdf D 21/4

df.

(30)

Using the relation: Ra/Ja5R̃e2 coswF ~cf. Eq. ~21!!, the above
equation can be rewritten in the alternative form:

NuL` /AR̃e cosw5F1/4
1

p E
0

p

sinfS 2E
0

f

I ~f!sinfdf D 21/4

df.

(31)

From the above relation, it is noted that

1 For w50, Eq. ~30! simplifies to the solution of Yang and
Hus @4# for a horizontal elliptical tube with isothermal
surface.

2 Forw50 ande50, calculating the left-hand-side of Eq.~30!
yields constant value50.728, i.e., the solution reduces to that
found by Nusselt@7# for a horizontal circular tube.

All special cases discussed above prove validity of the pro-
posed approach.

3.2 General Solution. Next, solution of Eq.~20! subject to
boundary conditions~22!–~24!, which represents the general so-
lution, will be considered here. This solution can be found nu-
merically to calculateD at any point (f,Z1) on the tube surface,
for certain values of ellipticitye and mixed-convection parameter
F. Then, the local peripherally averaged Nusselt number can be
calculated from

Nu~z!/AR̃e cosw5
1

p E
0

p 1

2D~f,Z1!
df, (32)

and mean Nusselt number for whole tube surface from

NuL /AR̃e cosw5
1

pL1 E
0

L1E
0

p 1

2D~f,Z1!
dfdZ1, (33)

whereL1 is the dimensionless tube length.
For the case of the infinite-tube-length, thez-derivative term in

Eq. ~20! can be omitted, as made in the analysis of Mosaad@9# for
an inclined circular tube with infinite length. Hence, the values of
D, calculated numerically from the reduced equation, can be used
to calculate the mean Nusselt number from

NuL` /AR̃e cosw5
1

p E
0

p 1

2D~f!
df. (34)

A fourth-order Runge-Kutta integration procedure has been
used to evaluate numerically the integral terms in Eqs.~32!–~34!.
Step sizes ofDf50.05°C andDZ150.1 were chosen to achieve
high accuracy solution. The problem thatD ~calculated numeri-
cally from Eq.~20!! goes to infinity asf5p, could be overcome
by substitutingf by a value very close top. Preliminary numeri-
cal calculations proved that by setting the upper limit off
53.128, good accuracy solution could be achieved. The known
analytical solutions of circular tube were used as a reference to
assess the accuracy of the numerical procedure. The maximum
relative errors in numerically calculated Nusselt numbers were
less than 0.1 percent.

4 Results and Discussion
First, the simple case of the inclined elliptical tube of infinite

length is considered. The variations of local Nusselt number and
dimensionless film thickness,D, around the ellipse periphery of
the tube are shown, respectively, in Figs. 2 and 3, for different
values of tube ellipticitye and mixed convection parameterF.

For free convection film condensation (F→`), where the grav-
ity force is dominated, Fig. 2 shows that an increase in ellipticity
e, results in a thinner film in the front part of the ellipse. This is
due to the associated increase in gravity force effect with an in-
crease ine. This will lead to a high condensation rate in this front
part, with the consequence of rapid development in the film thick-
ness in the rear part. However, the increased effect of gravity
force in this rear region due to the changing in the curvature of
ellipse surface, will result in a thinner film in this rear portion
compared to a circular tube (e50). The present circular tube
solution is the same as that of Hassan and Jakob@11#.

For a pure forced convection film condensation (F→0), the
shear force is the dominating factor, which plays the role of grav-
ity force in pure free convection film mode. Therefore, the varia-
tion in D around the tube ellipse periphery takes somewhat similar
feature to that of free convection film. However, the effect of
ellipticity is more noticeable compared to that in the case of a pure
free convection film mode. This may be attributed to the differ-
ence in the influence degrees of gravity force and vapor shear.

For mixed convection film mode of 0,F,`, the variation of
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D around the tube takes a profile lying between the two profiles of
low (F→0) and high (F→`) extremes depending on the mag-
nitude of F value. This explains the physical significance of pa-
rameterF, which gives a measure of the relative importance of
gravity force to vapor shear on film motion.

As the local Nusselt number is proportional to the reciprocal of
local dimensionless film thickness, it exhibits qualitatively the re-
versed behavior ofD, as shown in Fig. 3.

Figure 4 shows the effect of the dimensionless mixed-
convection parameterF on the mean Nusselt number. In general,
NuL` /AR̃e cosw increases with increasingF and also with an
increase in ellipticity. On the limitF→`, the solution assumes
the free convection asymptotes~plotted by inclined dashed lines!
calculated by Eq.~31!. On the opposite extreme limitF→0, the
solution assumes the forced convection asymptotes~horizontal
dashed lines!calculated by Eq.~25!. For certainF, the mean
Nusselt number enhances with an increase in tube ellipticitye. For
the inclined circular tube (e50), the present solution agrees
within 60.1 percent of Mosaad’s solution@9#.

The enhancement in mean Nusselt number due to an increase in
ellipticity is more clearly displayed in Fig. 5, where the ratio
Nue /Nuc of mean Nusselt numbers of elliptical and circular in-
clined tubes is plotted versus ellipticity, for the two extremes of
F50 and `. It is seen that fore,0.25, there is no significant
enhancement in the heat transfer performance of the elliptical tube
compared to a circular tube of equivalent diameter, provided that
both tubes are inclined with the same angle within the applicable
range: 0<w,p/2. The results show that, for a pure forced con-
vection film (F50), the ratioNue /Nuc decreases, at first, by
nearly 1–2 percent ase goes from 0.25 to 0.7, then increases ase
exceeds the value of 0.7. This increase reaches about 14 percent
as e50.92. However, for a pure free convection film (F→`),
this Nusselt numbers ratio increases from about 1 percent to 15
percent ase increases from 0.25 to 0.92. Further enhancement in
heat transfer coefficient was found as the ellipticity exceeds the
value 0.92; however, the present solution was limited to the prac-
tical manufacturing range of ellipticity: 0<e<0.92.

Figure 6 shows that for the inclined elliptical tube of a finite
length, a significant enhancement in overall Nusselt number is
found with an increase in ellipticity within the range from 0.8 to
0.92, and this enhancement becomes more pronounced for higher
F. This confirms the results of Fig. 5. It is also noted that asL1

→`, or more exactly, asL1 exceeds 30, the normalized mean

Fig. 2 Variation of dimensionless film thickness around the
ellipse periphery of inclined tube with infinite length

Fig. 3 Variation of local Nusselt number around the ellipse
periphery of inclined tube with infinite length

Fig. 4 Dependence of mean Nusselt number of an infinite-
length inclined elliptical tube on parameter F
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Nusselt numberNu/AR̃e cosw assumes the corresponding con-
stant values of the infinite-length solution plotted in Fig. 4.

For clarifying the effect of tube inclination anglew in a more
explicit way, the ratioNu/Nuw50 of Nusselt numbers for inclined
and horizontal elliptical tubes is plotted in Fig. 7 versus tube
inclination anglew, for different aspect ratioL/de . The results
show that there is an optimum inclination angle at which the ratio

Nu/Nuw50 takes a maximum value. This optimum angle is found
as a function of tube aspect ratioL/de . The higher this ratio, the
smaller the optimum inclination angle will be. A dashed line in
the figure plots the curve of this optimum angle.

5 Conclusions
Based on the classical approximations of Nusselt-Rohsenow

theory and the simple shear model of Shekriladze-Gomelauri,
which were found consistent for most condensation applications,
laminar film condensation outside an inclined elliptical tube has
been analyzed under the combined effects of gravity force and
vapor shear on the film motion. In addition, two special cases
have been treated, namely: pure free convection and pure forced
convection film condensation. The main points that can be con-
cluded from this study are:

1 For the mode of mixed-convection laminar film condensa-
tion, the heat transfer performance of an inclined elliptical tube
~with the minor axis of tube ellipse oriented horizontal! is better
than that of an inclined circular tube with the equivalent diameter.

2 For an inclined elliptical tube with infinite length, mean Nus-
selt numberNuL` enhances~compared to a circular tube! with the
increase of ellipticity above the value 0.25. Namely, for a pure
free convection film mode, this enhancement rises from about 1
percent to 15 percent ase increases from 0.25 to 0.92. However,
for a forced convection dominated film,NuL` decreases, at first,
by nearly 1–2 percent ase goes from 0.25 to 0.7, then increases
with further increase ine value above 0.7. The enhancement in
NuL` reaches about 14 percent ase goes to 0.92.

3 Results indicate that the inclined elliptical tubes of usual
practical proportions~namely:L1.30! behave as infinite-length
tubes, for which the analytical expressions~25! and ~30! can be
used with acceptable accuracy for calculating mean Nusselt num-
bers of pure forced convection and pure free convection film con-
densation, respectively.

4 The present solution is restricted for large Prandtl numbers.
However, for small Pr numbers, it is valid only for small values of
Jakob number, i.e., similar to Nusselt–Rohsenow-type models.

Fig. 5 Ratio of mean Nusselt numbers of elliptical and circular
inclined tubes as a function of ellipticity

Fig. 6 Overall Nusselt number of inclined elliptical tube as a
function of total tube length

Fig. 7 Ratio of mean Nusselt numbers of inclined and horizon-
tal elliptical tubes as a function of inclination angle w and as-
pect ratio L Õd e , for eÄ0.8, and FÄ100
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Nomenclature

a 5 semi-major axis of ellipse
b 5 semi-minor axis of ellipse

Cp 5 specific heat of condensate film at constant pressure
de 5 equivalent circular diameter of elliptical tube, cf. Eq.

~15!
e 5 ellipticity5 (Aa22b2/a)
F 5 dimensionless mixed-convection parameter, cf. Eq.

~21!
g 5 acceleration of gravity

Grd 5 Grashof number for tube5gr2de
3/m2

I (f) 5 function defined by Eq.~16!
hf g 5 latent heat of condensation
hf g9 5 modified latent heat of condensation
Ja 5 Jakob number5CpDT/hf g9
k 5 thermal conductivity of condensate film
L 5 tube length

L1 5 dimensionless tube length52L/(de tanw)
mc9 5 condensation mass flux
Nu 5 local Nusselt number

Nu(z) 5 local peripherally averaged Nusselt number5azde /k
NuL 5 mean Nusselt number for whole tube surface5āde /k

NuL` 5 mean Nusselt number for infinite-length tube5āde /k
Ra 5 Rayleigh number5GrPr
R̃e 5 two-phase Reynolds number5V`de /v

u 5 condensate velocity component inx-direction
w 5 condensate velocity component inz-direction

V` 5 free-stream vapor velocity
x 5 peripheral coordinate measured from top point of

tube ellipse
z 5 axial coordinate

Z1 5 dimensionless axial coordinate, cf. Eq.~19!

Greek Symbols

a 5 local heat transfer coefficient5k/d,
ā 5 mean heat transfer coefficient for whole tube surface
d 5 local thickness of condensate film
D 5 dimensionless local film thickness, cf. Eq.~18!

DT 5 temperature drop across condensate film5 (Ts2Tw)
b 5 dimensionless local film thickness, cf. Eq.~27!
r 5 density of condensate
u 5 peripheral angle measured from top point of tube

ellipse

f 5 angle between the tangent to tube ellipse at any point
(r ,u) and the horizontal

w 5 tube inclination angle with the horizontal
m 5 dynamic viscosity of condensate
n 5 kinematic viscosity of condensate

tdx 5 interfacial vapor shear inx-direction
tdz 5 interfacial vapor shear inz-direction.

Subscripts

s 5 saturation
w 5 wall
x 5 x-direction
z 5 z-direction
d 5 interface
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Heat Transfer and Pressure Drop
Characteristics During R22
Evaporation in an Oval Microfin
Tube
An experimental study on R22 evaporating heat transfer in round and oval microfin tubes
has been performed. The oval tube was an elliptic tube of axis ratio 1:1.5, which was
fabricated from the round tube with an outer diameter of 9.52 mm and 18 deg helix angle
counterclockwise. The test section was a straight horizontal tube of 0.6 m in length and
was heated electrically by a tape heater wound on the tube surface. Heat flux of 12
kW/m2 was maintained constant and the range of refrigerant quality was 0.2–0.8. The
tests were conducted for evaporation at 15 °C for 30–60 kg/h mass flow rate (mass flux
based on the oval tube: 150–300 kg/m2s! and the installation angles of the oval tube
were varied between 0 and 135 deg in the circumferential direction. The local and
average heat transfer and pressure drop characteristics for the oval tube were compared
to those for the baseline round tube. The average two-phase heat transfer coefficients for
the oval tube were 2–12 percent higher than that for the round tube and pressure drops
for both tubes are similar. The single heat transfer coefficient and friction factor corre-
lations for the round and oval microfin tubes are developed within the rms errors of65.6
percent and610.0 percent, respectively.@DOI: 10.1115/1.1351894#

Keywords: Enhancement, Evaporation, Heat Transfer, Heat Exchangers, Two-Phase

Introduction
Heat exchangers in air conditioning and heat pump applications

have an important effect on system efficiency and physical size,
and on environmental impacts. Finned round tube heat exchangers
are usually used for the evaporator and condenser for residential
air-conditioning systems. The air-side thermal resistance of the
heat exchangers dominates the total thermal resistance. To im-
prove the thermal performance of finned tube heat exchangers, it
is necessary to reduce air-side thermal resistance. When a round
tube is used, heat transfer degradation and large pressure drop are
caused by re-circulating flow in the wake, and noise problems
may be caused by non-uniform flow at the outlet of heat exchang-
ers. Oval tubes are one option for solving these problems. There-
fore, several studies of air-side thermal performance of oval tube
heat exchanger have attracted researchers@1–5#. To investigate
the overall performance of the oval tube heat exchangers, how-
ever, tube-side heat transfer and pressure drop behaviors as well
as air-side performance must be considered simultaneously. Sev-
eral investigators@6–13# performed studies on evaporation in mi-
crofin round tubes.

Yasuda et al.@6# developed ‘‘THERMOFIN-HEX TUBE’’,
which was 9.52 mm o.d. microfin tube with 18 deg helix angle, to
improve the evaporation performance of room air conditioners.
They reported R22 evaporation heat transfer coefficient had a
maximum at mass flux of 200–250 kg/m2s. Schlager et al.@7#
investigated evaporation and condensation heat transfer and pres-
sure drop characteristics in three horizontal 12.7 mm microfin
tubes with R22. They found evaporation and condensation heat
transfer coefficients in the microfin tubes were 1.6–2.2 and 1.5–
2.0 times, respectively, larger than those in the smooth tubes.
Kandlikar@8# presented a flow boiling heat transfer correlation for
enhanced tubes by modifying his smooth tube correlation, and
Christoffersen et al.@9# investigated local evaporation heat trans-

fer and pressure drop characteristics for R22, R134a, and R32/
R125 ~60/40 percent!in smooth and microfin tubes. Kaul et al.
@10# conducted a study on the horizontal evaporation heat transfer
performance of R22 and several alternative refrigerants in a fluid
heated microfin tube and they developed correlations of heat
transfer coefficients for each refrigerant. Chamra et al.@11# pre-
sented R22 evaporation heat transfer and pressure drop data for
new microfin geometries applied to the inner surface of 15.88 mm
o.d. tubes. Kuo et al.@12# reported the effect of heat flux, mass
flux and evaporation pressure on the heat transfer coefficients us-
ing 9.52 mm o.d. microfin and plain tubes. Liu@13# performed a
study of evaporation and condensation heat transfer and pressure
drop behaviors of R134a and R22 in a 9.52 mm o.d. axially
grooved tube and presented heat transfer coefficient and pressure
drop correlations for each refrigerant. Dunwoody and Iqbal@14#
investigated single-phase laminar heat transfer characteristics in
elliptical tubes having different ratios of major and minor axis.
They reported that the heat transfer and pressure drop for the
elliptic tube are larger than those of a round tube. However, there
is no published data in the open literature for refrigerant evapora-
tion in an oval microfin tube.

This study investigates local and average two-phase heat trans-
fer and pressure drop characteristics during R22 evaporation in a
horizontal oval microfin tube. The test results are compared to
those for a round tube of the same circumferential length. The
effect of installation angle on the evaporation characteristics of
the oval tube is also reported. Finally, the heat transfer enhance-
ment factors for the oval tube are addressed and the heat transfer
and pressure drop correlations are developed.

Experiments

Test Apparatus. Figure 1 shows schematic diagram of the
test apparatus. It consists of circulation loops for the refrigerant
and heat transfer fluids and data acquisition system. The refriger-
ant circulation loop includes a gear pump, a mass flow meter, a
pre-heater, a test section, a stabilizer, a sub-cooling unit and a
receiver. The refrigerant is delivered to the test section by the

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 28,
2000; revision received November 15, 2000. Associate Editor: H. Bau.

Copyright © 2001 by ASMEJournal of Heat Transfer APRIL 2001, Vol. 123 Õ 301

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



magnetic gear pump. The refrigerant flow rate was measured us-
ing a coriolis-type Micromotion mass flow meter~Model D12!
with a nominal flow range of 0 – 135 kg/h and an accuracy of
60.15 percent of full scale. The refrigerant quality at the inlet of
the test section is regulated through heat exchange between the
refrigerant and the hot water in the pre-heater. Table I describes
geometrical parameters for the test tubes, compared to those of
ACRC @9# and NIST @10#. Figure 2 shows the cross-sectional
configuration of the microfin tube tested. The test section has an
effective length of 600 mm and the oval tube tested was fabricated
using 9.52 mm o.d. round microfin tube with 18 deg helix angle
counterclockwise. The oval tube is an elliptic copper tube with
axis ratio of 1.5~major axis:Dm 5 11.20 mm, minor axis:Dn
5 7.47 mm!, so its cross sectional area is about 10 percent
smaller. A variable power supply was connected to the sheathed
heater wound on the tube surface to control the heat flux of the
test section. Thermocouples and pressure transducers are inserted
in the inlet and outlet of the test tube and a differential pressure
sensor is connected between them. The measured saturation tem-
peratures were in good agreement with the temperature calculated
based on the measured saturated pressure within60.3°C. To mea-
sure the tube surface temperatures, twelve thermocouples were
attached on the outer surface of the tube at three locations along
the length of the tube, mounted at the top, bottom, right and left of
the tube in the circumferential direction. The entire refrigeration
circulation loop including the test section was wrapped with 40
mm thick foam insulation to minimize heat transfer between re-
frigerant and the environment.

The hot and cold water circulation loops to control the state of
the refrigerant include a pre-heater and a sub-cooler. Thermo-
couples were inserted to measure the temperatures at the inlet and
outlet of the sub-cooler and pre-heater, and thermopiles were at-
tached to measure the temperature differences between the inlet
and outlet of the hot and cold water. Heat transfer rate of the
pre-heater was regulated by water flow rate measured using a

coriolis-type Micromotion mass flow meter~Model D40! with a
nominal flow range of 0–1225 kg/h and an accuracy60.15 per-
cent of full scale. The test data were collected using a hybrid
recorder and analyzed in real time with a PC running the data
reduction program. All the information about test conditions and
test data during the test, were displayed on the monitor and test
conditions were changed based on this information.

Test Conditions and Methods. Prior to the evaporation test,
the energy balance between the heater and tube-side was checked
using water at the proper heat flux, and the results showed agree-
ment within 3 percent as shown in Table 2. The test conditions
described in Table 3 span the range of operating conditions of an
evaporator for a residential air conditioning system. The tests are
conducted for evaporation at 15°C for 30, 45, and 60 kg/h mass
flow rate with R22. The refrigerant flow rate~mass flux of the
oval tube: 150–300 kg/m2s) is changed by regulating the input
power of the variable speed magnetic gear pump. Constant heat
flux of 12 kW/m2 based on the average inside tube surface area is
maintained through all the tests. The quality of the refrigerant
entering the test section is controlled through the heat exchange
rate in the pre-heater, and the heat flux was maintained by modu-
lating the power of the sheathed heater. The installation angles of
the oval tube are varied between 0 and 135 deg in the circumfer-
ential direction for investigating the effect of gravitational force
on evaporation. Figure 3 defines installation angle. Installation
angle of 0 deg designates that the major axis of the oval tube is
horizontal, normal to the direction of the gravitational force. The
test conditions and data to be collected were monitored through-
out the test, and data sets of 60–100 were recorded and averaged
over 6–10 minutes after test conditions reached the steady state.

Refrigerant flow rates, rather than mass fluxes, were held con-
stant during the experiments to maximize usefulness of the data
for designers who seek the air-side benefits of substituting oval for

Table 1 Geometrical parameters for the test tubes

Fig. 1 Schematic diagram of test rig
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round tubes, and wish to understand the refrigerant-side impacts.
In this paper, results are presented and comparisons are made in
terms of mass flux wherever possible.

Data Reduction. The inlet and average qualities of the re-
frigerant at the test section were calculated from the energy bal-
ance in the preheater and the test section, respectively

xi5
1

i f g
S Qph

mr
2~ i f2 i ph,i ! D (1)

x5xi1
Qts

2mri f g
. (2)

The evaporation heat transfer coefficients were calculated as

h5
qi9

Tw2Tr
, (3)

whereqi9 is heat flux, andTw andTr are inside wall and refriger-
ant temperatures, respectively. Heat flux was determined using
inside tube wall area, based on the average of root and minimum
inner diameters and power input supplied to the heater.Tw was

calculated from the temperature measured at the outside tube wall
using the one-dimensional conduction equation, approximated as
Cartesian geometry. Pressure drop data were obtained simulta-
neously from the differential pressure transducer with 0.17 kPa
accuracy and two absolute pressure transducers installed at the
inlet and outlet of the test section, and two values were in good
agreement. Average heat transfer coefficient and pressure drop
data were obtained, respectively, from the average values of the
integral of the local heat transfer coefficient and pressure drop,
which were fitted over the quality ranges of 0.2–0.8. Refrigerant
properties were calculated using REFPROP@15#. Accounting for
all instrument errors, uncertainties for the average heat transfer
coefficients and pressure drops were estimated610.3 percent and
610.7 percent~see Table 4!, respectively using the standard
method@16#.

Results and Discussion
Before considering heat transfer behaviors, experimental flow

patterns~Fig. 4!are presented on the Taitel-Dukler map@17# since
two-phase heat transfer is strongly dependent on flow pattern.
Modified Froude numbers~F! in Fig. 4 were calculated using
different length scales (De) for each installation angle~u!; De
5 Dn for u 5 0 deg andDe 5 Dm sinu for 90 deg and645 deg

F5S rg

Deg~r f2rg! D
0.5S Gx

rg
D . (4)

For mass flow rates of 45 and 60 kg/h, the flow patterns for most
of test data are in the annular flow regime except at very low
quality (x , 0.2). On the other hand, for the lowest mass flow
rate (m 5 30 kg/h!and low refrigerant quality, the flow regimes
are in the stratified wavy flow region or close to the boundary
between the annular and stratified wavy flow.

Figures 5–7 compare temperature variations along the circum-
ferential direction for the round and oval tubes with 0 deg and 90
deg installation angles. Figure 5 shows wall temperature profiles
for the round tube at the mass flow rates of 30 kg/h and 60 kg/h
for ease of comparison with oval tube data obtained at the same

Table 2 Test results for the energy balance

Table 3 Test conditions

Table 4 Estimated uncertainties

Fig. 2 Cross-sectional geometry of the microfin tube tested

Fig. 3 Definition of installation angle Fig. 4 Experimental flow patterns on the Taitel-Dukler map
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mass flow rates. The temperatures of the bottom and right walls
are relatively higher than those of the top and left walls, since
liquid film layers are thicker due to gravity and the counterclock-
wise helix @18#. As expected, temperature variations along the
circumference decrease as refrigerant mass flux and quality in-
crease since the gravity and helix angle effects become relatively
less important as the flow pattern changes from stratified wavy
flow to annular flow.

Figure 6 presents the circumferential wall temperature distribu-
tion for the oval tube atu 5 0 deg, where the major axis is
horizontal. Compared tou 5 90 deg~Fig. 7!, the temperature
variation along the circumference is relatively small, and so is the
temperature difference between the surface and refrigerant, which
may explain the relatively higher heat transfer. It is observed that
the top of the tube has a higher temperature difference than the
bottom atx.0.8, 0.6, and 0.4 forG 5 150, 225, and 300 kg/m2s,
respectively. This consistent trend in the data suggests that dryout
occurs earlier when the mass flux increases and the increased
vapor velocity causes the thinner liquid film at the top region of
the tube to break down and become entrained as droplets in the
vapor core of the flow@19#. This could explain the higher tem-
perature difference at the top of the tube.

Figure 7 shows the wall temperature distribution for the oval
tube at foru 5 90 deg. The wall temperature variation along the
circumference is similar to that for the round tube and it indicates
that the flow regime is stratified wavy flow for low mass flux over
the whole quality range except forx.0.7. However, as the refrig-
erant mass flux increases and flow regime changes to annular
flow, the temperature variation along the circumference decreases.

Heat Transfer Results. Figure 8 presents local heat transfer
behaviors with the refrigerant quality and mass flow rate. The
local heat transfer coefficients are increased with refrigerant qual-
ity as expected except at low mass flux and low quality region,
where flow regime is stratified wavy flow and heat transfer coef-
ficients are relatively constant with quality. The effect of installa-
tion angle on the heat transfer coefficient decreases with increas-
ing the refrigerant quality and mass flux. This behavior may be
partly due to the flow regime transition from stratified wavy flow
to annular flow and more complete wall wetting and thinning of
the liquid film @9#.

Figure 9 shows how average heat transfer coefficients vary with
mass flux and installation angle. Average heat transfer coefficients
for the oval tube are consistently 2–12 percent higher than that for
the round tube for all mass fluxes considered in the study. The
heat transfer coefficients had maximum values at the refrigerant
flow rate of around 45 kg/h, where mass fluxes of round and oval
tubes are 206 and 225 kg/m2s, respectively. This behavior is con-
sistent with the test result for the study of Yasuda et al.@6# who
used the same round microfin tube. These phenomena suggest
again that dryout occurred earlier and therefore the heat transfer
coefficient decreased as mass flux increased.

Heat transfer enhancement factors defined by

hh5
hoval

hround
, (5)

Fig. 5 Circumferential variations of wall temperatures for the
round tube: „a… mass flow rate: 30 kg Õh; „b… mass flow rate: 60
kgÕh.

Fig. 6 Circumferential variations of wall temperatures for the
oval tube „0 deg installation angle …: „a… mass flow rate: 30 kg Õh;
„b… mass flow rate: 60 kg Õh.
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wherehoval andhround are the average heat transfer coefficients for
the oval and round tubes and they are fitted using third-order
polynomial function of mass flux,G.

h5aG1bG21cG3 (6)

The polynomial coefficientsa, b, andc are shown in Table 5 for
the round and oval tubes. Table 6 shows the heat transfer enhance-
ment factors obtained from Eqs.~5! and ~6! at the mass fluxes
(G 5 150, 225, and 300 kg/m2s) considered in the study. For the
round tube,hh is 1. The heat transfer enhancement factor for 135
deg ~245 deg! installation angle is larger than that for 45 deg
installation angle, suggesting the symmetry plane of the liquid
film thickness is rotated counterclockwise, in the same direction
as the grooved helix@18#.

The heat transfer enhancement factorshh determined from the
experiments are expected to depend strongly on tube geometry,
especially at low refrigerant qualities and mass fluxes where helix
angle and gravitational effects are strongest. Additional experi-
ments with different tubes will be needed to quantify this depen-
dence. Eventually the enhancement factor can be included as a
multiplier in heat transfer correlations, such as the one illustrated
below, which begins by modifying the round tube evaporation
correlation proposed by Kaul et al.@10#.

Nuoval5Nuroundhh

Dh,oval

Dh,round
(7)

Table 5 Polynomial coefficients in Eq. „6…

Fig. 7 Circumferential variations of wall temperatures for the
oval tube „90 deg installation angle …: „a… mass flow rate: 30
kgÕh; „b… mass flow rate: 60 kg Õh.

Fig. 8 Local heat transfer coefficients: „a… mass flow rate: 30
kgÕh; „b… mass flow rate: 60 kg Õh.

Fig. 9 Average heat transfer coefficients with variation of
mass flux
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Nuround5
hroundDh,round

kf
545.85BoaRelo

b Prf
0.4 (8)

a50.47520.476x10.197x2, b50.59920.474x10.282x2,
(9)

whereDh is the hydraulic diameter as defined in Kedzierski and
Goncalves@20#. The quadratic exponents in Eq.~9! have been
shown to be very successful for correlating convective boiling
with a single expression@10,21#.

Equations~7! and ~8! can now be combined into a single heat
transfer correlation for the round and oval tubes

Nu5
hDh

kf
545.85hhS Dh

Dh,round
DBoaRelo

b Prf
0.4. (10)

Figure 10 compares the present test data and correlation with
ACRC @9# and NIST data@10#, in which tube configurations are
similar to the baseline round tube as shown in Table 1. The
present correlation@Eq. ~10!# predicts well the present test data
within rms errors65.6 percent, and ACRC and NIST data615.9
percent and610.2 percent, respectively. The latter studies in-
cluded a wider range of test conditions as shown in Table 7, and
the ACRC tube geometry had significantly different apex angle
~see Table 1!. The heat transfer correlation@Eq. ~10!# can be used
for the round and oval microfin tubes within the test conditions
indicated in Table 7.

Pressure Drop Results. Figures 11–13 show pressure drop
results. As shown in Fig. 11, local pressure drops for both round
and oval tubes increase with quality as expected. However, incre-
mental rate decreases over certain quality and it varies with mass
flow rate. For lower mass flow rate~30 and 45 kg/h!, incremental
rates decrease over vapor quality of 0.65, while for 60 kg/h mass
flow rate it decreases over quality of 0.55. As the quality or mass
flux increases and the liquid layer becomes thinner, the roughness
of the liquid-vapor interface decreases and therefore, pressure
drop decreases@9#. Figure 12 shows how average total~frictional
and acceleration!pressure drops in the round and oval tubes vary

with refrigerant mass flux, and increase systematically with mass
flux as expected. The average pressure drop of the oval tube is
smaller or the same as the round tube at the same mass flux,
essentially indistinguishable within range of experimental error.
However at the same mass flow rate, the average total pressure
drop in the oval tube varies from 3 percent to 20 percent greater
than that in the round tube as mass flux increases, consistent with
other published data for a round microfin tube@9#. The cross
sectional area~55.6 mm2) of the oval tube is about 10 percent
smaller than that of the round tube~60.8 mm2), since the oval tube
has a smaller hydraulic diameter.

Considering that the pressure drop is a characteristic of the
friction with the vapor flow@9,13#, it can be expressed using fric-
tion factor~f !, mass flux~G!, quality ~x!, and vapor density (rg):

DP5 f
D l

Dh

~Gx!2

2rg
, (11)

Table 6 Heat transfer enhancement factors „hh… Table 7 Data sets used in the study

Fig. 10 Comparison of experimental data and Nu correlation
Fig. 11 Local pressure drops „a… mass flow rate: 30 kg Õh; „b…
mass flow rate: 60 kg Õh.
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where f is the friction factor and its single correlation for the
round and oval tubes is developed using the vapor Reynolds num-
ber (Reg) and average quality~x!:

f 50.212 Reg
20.112x21.035. (12)

The correlation predicts the present and ACRC data@9# within
rms errors of610.0 percent and615.5 percent, respectively. The
pressure drop correlation developed here can be used for the oval
and round microfin tubes in the range of test conditions as shown
in Table 7.

Concluding Remarks
Evaporation heat transfer and pressure drop characteristics of

R22 in a microfin oval tube have been investigated. The average
heat transfer coefficients in an oval tube were 2–12 percent larger
than that in the round tube with the same microfin and circumfer-
ence, while the average pressure drops for both tubes were simi-
lar, based on the mass flux. The installation angle of the oval tube
did not affect significantly the evaporation behaviors. The heat
transfer enhancement factor for the oval tube was defined based

on the round microfin tube, and the quality dependent exponents
enabled the single correlation to predict most of two-phase heat
transfer coefficients. The single heat transfer coefficient and fric-
tion factor correlations for the round and oval microfin tubes were
developed within rms errors of65.6 percent and610.0 percent,
respectively. Their applicability to oval tubes having different he-
lix angles and aspect ratios needs to be generalized as additional
tube geometries are examined in similar experiments.
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Nomenclature

A 5 heat transfer area, mm2

Ac 5 heat transfer area, mm2

Ap 5 heat transfer area for corresponding plain tube, mm2

a,b,c 5 polynomial coefficients in Eq.~6!
Bo 5 boiling number (qi9/Gi f g)
Da 5 average diameter, mm
De 5 characteristic length, mm
Dh 5 hydraulic diameter, mm
Dm 5 major axis, mm
Dn 5 minor axis, mm
Dr 5 root diameter, mm

f 5 friction factor
F 5 modified Froude number
g 5 gravitational acceleration, m/s2

G 5 refrigerant mass flux, kg/m2s
h 5 heat transfer coefficient, W/m2K

H f 5 fin height, mm
i 5 enthalpy, J/kg

i f 5 saturation liquid enthalpy in the preheater, J/kg
i f g 5 latent heat of evaporation, J/kg

k 5 thermal conductivity, W/mK
l 5 tube length, m

m 5 refrigerant mass flow rate, kg/s
Nu 5 Nusselt number (hDh /k)
DP 5 pressure drop, Pa

Pr 5 Prandtl number
qi9 5 heat flux, W/m2

Re 5 Reynolds number
Relo 5 liquid Reynolds number based on hydraulic diameter

(GDh /m f)
Reg 5 vapor Reynolds number based on hydraulic diameter

(GDhx/mg)
T 5 temperature, K

Tb 5 bottom wall thickness, mm
Tm 5 mean wall thickness, mm

x 5 refrigerant vapor quality or average quality

Greek Letters

a 5 apex angle, deg, or quadratic exponent defined in
Eq. ~9!

b 5 helix angle, deg, or quadratic exponent defined in
Eq. ~9!

hh 5 heat transfer enhancement factor
u 5 installation angle, deg.
r 5 density, kg/m3

Subscripts

evap 5 evaporation
f 5 liquid
g 5 vapor

Fig. 12 Average total pressure drops with variation of mass
flux

Fig. 13 Comparison of experimental data and friction factor
correlation
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i 5 inlet
oval 5 oval tube

ph 5 preheater
r 5 refrigerant side

round 5 round tube
ts 5 test section
w 5 tube wall
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Spray Cooling Under Reduced
Gravity Condition
The present paper reports on the results of a series of authors’ parabolic flight experi-
ments on spray cooling in addition to ground-based experiments in which the influence of
heater orientation and the behavior of rebounded droplets were especially studied in
detail. Water and FC-72 (perfluorocarbon) were employed alternatively as a test liquid
sprayed from a single full-cone nozzle onto a Cr-plated surface of an electrically heated
copper block for transient cooling experiments or onto a transparent ITO (indium tin
oxide) coated surface of a glass block for steady state experiments in a relatively low
superheat region. Each experimental run was accomplished within some 15 sec through
which a stable reduced gravity condition (0.01 times the terrestrial gravity) was main-
tained in the aircraft. Cooling curves were obtained over a wide range of each of the
following parameters: the wall superheat, the spray volume flux and the Weber number
for the spray droplets. It is demonstrated that the gravity dependency of the spray cooling
characteristics varies with the spray volume flux and the droplet Weber number. Quali-
tative interpretations of the observed gravity dependency are provided.
@DOI: 10.1115/1.1345887#

Introduction
Spray cooling has been widely applied to many industrial pro-

cesses in which controlled rapid and effective cooling perfor-
mance is required. Because of its capability for intensive and ac-
curately controlled heat removal, spray cooling is considered to be
one of the key technologies for developing thermal management
systems for use in space. In fact, flash evaporators were developed
for the Space Shuttles@1#, and they have been operated for years
of the Space Shuttle missions. In addition, spray cooling should
have potential applicability to various space technologies such as
emergency cooling, microelectronics cooling, quenching and
rapid cooling in microgravity materials processing, etc. Despite
the mass of literatures on spray cooling, however, the present
understanding of the influence of gravity on spray cooling char-
acteristics is considerably limited.

Choi and Yao@2# examined the effect of heater orientation by
the experiments on both horizontal and vertical sprays impacting
onto vertical and horizontal heater surfaces, respectively. Their
results showed a higher rate of heat transfer for the vertical spray
in the film boiling region due to the secondary contacts of spat-
tered droplets, and a higher heat transfer for the horizontal spray
in the transition boiling region most likely due to easier vapor
removal from the heater surface. Qiao and Chandra@3# observed a
detailed impact behavior of free-falling single droplets on a heated
surface under a low gravity condition, though the experimental
time available with a 15 mm free-fall was only 55 ms. They noted
that water droplets could not be maintained on the heater in
Leidenfrost evaporation in low gravity condition. As for the heat
transfer in the nucleate boiling region, however, no appreciable
influence of the reduction in gravity was found. Another important
finding in their work was a difference in boiling behavior between
water and an organic liquid~n-heptane!, which is presumably as-
cribable to the differences in surface tension and wetting angle
between the two liquids. The effects of such differences may be-
come more prominent with the reduction in gravity.

The present authors’ previous work on pool boiling also

showed a difference in the boiling behavior and boiling heat trans-
fer between organic liquids and water in microgravity conditions
@4#. It is likely that spray cooling characteristics might show a
similar different behavior between organic liquids and water. It is
expected that the influence of gravity may be mostly emphasized
in film boiling region under low Weber number conditions, be-
cause, according to theWe-based criterion of droplet impinging
behavior @5#, the rebounding motion of droplets on the heater
surface in reduced gravity conditions must be considerably differ-
ent from that in the normal gravity.

Although most of previous works studied on post-impact be-
havior of spray droplets, the thermal interaction between spray
droplets and air~or vapor! during pre-impact may also have a
significant influence on the heat transfer in spray cooling. The
interaction between spray and buoyant jet arising from the heated
surface was experimentally and theoretically investigated, and a
considerable reduction in droplet velocities due to the counter-
flowing buoyant vapor jet was pointed out@6#. In addition to all
these previous findings indicating the influence of gravity, the
thickness of a liquid film on the heater surface@7,8#may be under
an influence of gravity as long as the flooding condition takes
place on the heater surface. Deb and Yao@9# analyzed the film
boiling heat transfer, taking account of three different heat transfer
mechanisms: drop contact heat transfer including local vapor con-
vection and local entrained air convection, bulk convection and
radiation. The previous studies outlined above allow us to pre-
sume that gravity should play an important role in the spray cool-
ing particularly in the film boiling region. Nevertheless, none of
these studies provided us with an indisputable experimental
evidence for the influence of gravity on the spray cooling
characteristics.

In this context, the present authors initiated an experimental
approach, using parabolic flights of a Japanese aircraft, MU-300.
The results of the first experiments in this project has been re-
ported elsewhere@10#. These experiments were performed with
water and CFC-113 each sprayed onto a Ni-plated surface of a
copper block heater of 19 mm in diameter. Water and CFC-113
were selected, noting significant differences in physical properties
~e.g., latent heat of vaporization, surface tension, contact angle on
metal, etc.!between them. In view of substantial differences in
pool boiling behavior between water and some organic liquids
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observed in previous microgravity experiments of the present au-
thors @4#, it was expected that water and CFC-113 may show
appreciably different spray cooling characteristics. Later CFC-113
was replaced by FC-72~perfluorocarbon!, and the Ni-plated
heater was also replaced by a hard Cr-plated surface of a copper
block heater, which was 50 mm in diameter. As for the heater
surface characteristics, the hard Cr-plated heater surface employed
in the present study showed very stable cooling characteristics
throughout the present experiments due to its high resistivity
against oxidization, though we have experienced rather poor sta-
bility of Ni-plated surfaces, mirror-finished Cr-plated surface, and
gold-plated surfaces. At the same time, a metallized~ITO! surface
of a transparent glass heater was also employed in a relatively low
superheat region, i.e., nucleate boiling region, for the observation
of the behavior of liquid droplets impinging onto the transparent
heater covered with a liquid film@11#. Note that recent experimen-
tal data for spray cooling characteristics with CFC-113@12# and
FC-72 @13# are available, and FC-72 is regarded as a coolant in
the thermal management systems for both the Expose Facility in
the JEM~Japanese Experiment Module! in the ISS~International
Space Station!Alpha and Japanese un-manned space vehicle un-
der development. The results obtained in the present authors’ pre-
ceding studies@11# may be briefly summarized as follows.

For Water. At spray volume fluxes below 3.0
31024 m3/~m2

•s), the heat transfer in the high temperature region
beyond the MHF~minimum heat flux! point was degraded by
about 30 percent with a decrease in gravity. At spray volume
fluxes higher than 2.031023 m3/~m2

•s), a reduction in gravity
caused a slight increase in the CHF~critical heat flux!. The obser-
vation of the transparent heater surface from its rear side revealed
that the droplets fed onto the surface at lower spray volume fluxes
completely vaporized there, without showing mutual interactions,
if the heat flux imposed on the heater was so raised as to approach
the CHF.

For CFC-113 and FC-72. At spray volume fluxes above
5.031024 m3/~m2

•s), a reduction in gravity yielded a slight in-
crease in the CHF. When a heat flux close to the CHF was im-
posed on the heater surface, droplets having impinged on the sur-
face integrated into quite thin liquid films, which were
immediately swept away.

The above results indicate some gravity dependency of the
spray-cooling heat transfer characteristics, which is qualitatively
consistent with the results of the previous terrestrial spray-cooling
experiments on the influence of the heater-surface orientation@2#.
However, the following issues are still remained to be clarified:
~1! the variation of gravity dependency of spray cooling heat
transfer with a change in spray volume flux conditions; and~2! the
variation of gravity dependency of spray cooling heat transfer
over a wide range ofWeconditions particularly in the film boiling
region.

This paper reports on the results of a succeeding series of
parabolic-flight experiments, which were performed with an inten-
tion to clarify the issues listed above. Special attention was paid to
cover wide ranges of wall superheating andWe, respectively. A
Laser Doppler Velocimeter~LDV! with a frequency shifter was
employed for the evaluation of the velocities of liquid droplets
before impinging on the heater surface and rebounding from it.
The range of the spray volume flux in the present study does not
cover the liquid flooding regime but is limited to the drop-wise
evaporation regime. The authors believe that spray cooling should
not be used in the liquid flooding regime as far as the application
of spray cooling in space is concerned, because the liquid flooding
regime presumably yields complicated bulk liquid/vapor interac-
tion in microgravity conditions with erratic and/or indefinite
g-jitters from various sources. It should also be noted that, in
space, the liquid to be sprayed needs to be saved, without causing
a substantial degradation of spray cooling performance. The ob-
jective of the present study is, therefore, not to pursue higher

CHF’s but to obtain experimental knowledge of the effects of
gravity on spray cooling in various spray conditions.

Experimental

Apparatus. Figure 1 schematically illustrates the assembly of
the apparatus. Since the apparatus was designed for parabolic
flight experiments, the systems were essentially closed. The liquid
contained in a pressure vessel was continuously squeezed out by a
plunger being replaced by dry nitrogen gas at a constant pressure,
0.2–0.7 MPa, so that the liquid could be sprayed at a constant
volume flux into a spray chamber from a nozzle installed at the
top of the chamber. No attempt was made to control the liquid
temperature at a prescribed level; the liquid was thermally equili-
brated with the ambience both in the ground-based and parabolic
flight experiments. The subcoolings of water and FC-72 alterna-
tively used as the test liquid were, therefore, 68–79 K and 29–37
K, respectively. The liquid thus sprayed onto the surface of a
heater installed in the chamber vaporized completely or partly.
The vapor filling the chamber and, if any, a residual liquid were
then discharged into an external reservoir to be stored there. In
reduced gravity conditions, this draining procedure was main-
tained with the aid of a small auxiliary pump. The pressure vessel
was a 0.01 m3 in volume, and hence one filling-up of the vessel
allowed for one series of parabolic flight experiments, i.e., the
experiments performed in ten successive parabolic flights, which
were succeeded in one hour.

Two different heaters, namely a copper block heater and a
transparent glass heater, were prepared for use in two different
classes of experiments, transient experiments and steady-state ex-
periments, respectively. Figure 2 illustrates the structure of the
upper portion of the copper block heater, which had a hard Cr-
plated circular surface of 50 mm in diameter. The heater required
a relatively large test surface and, at the same time, such a small
heat capacity as to allow rapid temperature control during para-
bolic flights. The present heater design was a compromise be-
tween these two requirements. The positions of twelve sheathed
chromel-alumel thermocouples inserted into the copper block are
indicated in Fig. 2. These thermocouples, 0.25 mm in diameter,
were calibrated in advance, and the uncertainty in the temperature
measurements with these thermocouples was evaluated to be60.1
K. Before each experiment, the copper block was heated up to a
prescribed temperature~up to 400°C!by seven 1 kW cartridge
heaters embedded in the block from its bottom. The copper block
was then cooled down transiently by spraying a liquid onto its
surface. The junctions of those thermocouples were fixed at four
different depths from the top surface of the block and at three
different radial locations—just on the central axis of the block,
and 8 and 15 mm, respectively, offset from the central axis. Each

Fig. 1 Spray cooling experimental apparatus
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thermocouple was stuck into a 0.35 mm-diameter hole with a
thermal-resistant alumina/silica cement. The cooling of the block
was monitored simultaneously with the twelve thermocouples.
The surface heat flux and the surface temperature at each instant
were deduced from the instantaneous temperature distribution in-
side the block detected by those thermocouples, assuming one-
dimensional conduction in the cylindrical copper block and taking
into account of the temperature dependency of the thermal con-
ductivity of copper. After the experiments, the copper block was
cut, and the maximum discrepancies of the actual locations of the
thermocouple junctions from their nominal locations were found
to be60.05 mm in the axial direction and60.2 mm in the radial
direction. The relative uncertainty in the heat flux was the largest
at the MHF point for FC-72; it was estimated to be610 percent.
The transient experiments using this copper block heater enabled
us to obtain the heat transfer characteristics throughout the film,
transition and nucleate boiling regions, thereby permitting us to
determine the CHF and the MHF.

Figure 3 illustrates another heater assembly which was used for
observing the behavior of liquid droplets on the heater surface. A
Pyrex block shaped into an anomalous prism configuration was
substituted for the copper block. An 18 mm318 mm area on the
top surface of the glass prism was plated with a thin~100–500 nm
in thickness!transparent ITO~indium tin oxide!film which could
serve as the source of Joule-heat generation. Since the electric
resistance of the ITO film increases with an increase in tempera-
ture with a fairly good and stable linearity, the area-averaged
heater surface temperature could be evaluated by measuring the
resistance of the ITO film. The uncertainty in the temperature

determination was estimated to be within61 K. All the experi-
ments with this glass-prism heater were performed under a steady-
state thermal condition in contrast with the transient cooling ex-
periments with the copper block heater, and were limited to the
nucleate boiling region to prevent the ITO film from possible
thermal destruction at high heat fluxes close to the CHFs.

Three different full-cone nozzles~Uni-jet type TG, Spraying
Systems Co., Ltd!were used alternately to spray water or FC-72
onto the heater surface in the chamber filled with nitrogen gas
nearly held at the normal atmospheric pressure. The spray volume
flux could be changed either by exchanging the nozzle in use for
another one or by changing the pressure of nitrogen gas supplied
to the pressure vessel storing the test liquid, water or FC-72. Any
nozzle put to use was fixed at a position 100 mm above the heater
surface so that it was pointed at the center of the surface.

In the experiments on the ground, the spray chamber was so
installed that the heater surface was facing either upward or down-
ward to examine the dependency of the heat transfer characteris-
tics on the heater orientation.

Spray Parameters. The spray volume flux at the heater sur-
face was calibrated, on the ground, for different levels of the
pressure imposed on the liquid to be sprayed out from each
nozzle. In the calibration, the heater in the spray chamber was
replaced by a honeycomb-structured droplet receiver such that the
top surface of the latter was located at the same position as that of
the former in the spray cooling. This enabled us to know the
spatial distribution of the spray volume flux. It was found that the
volume flux under each prescribed condition was nearly uniform
within a diameter of some 30 mm about the axis of the spray but
significantly radius-dependent over the peripheral region. Thus,
the volume flux averaged over the central area of the heater within
30 mm in diameter was used asD, the nominal spray volume flux,
in this paper.

The diameters and velocities of droplets sprayed out from the
nozzles were measured with the aid of a PDPA~Phase Doppler
Particle Analyzer!at a plane 100 mm below the nozzle tip, which
corresponds to the position of the heater surface in the spray cool-
ing experiments. The droplet velocities thus measured under each
experimental condition showed a typical Gaussian distribution in
the radial direction with the maximum velocity at the center. The
mean velocity averaged over the central area, within 30 mm in
diameter in the heater surface, was defined asv, the nominal
droplet velocity, in this paper. The difference between the mean
velocity and the maximum velocity was within63 percent, and
the uncertainty in the mean velocity was within60.5 m/s. The
droplet diameter measurements also showed a slight spatial distri-
bution, but the difference in diameter between the center and the
edge of the heater surface was within66 percent. In the present
study, the arithmetic diameter at the center of the heater surface is
defined as the droplet diameter. The spray characteristics thus
measured are summarized in Table 1. The specifications of the
nozzles employed in the present experiments and the liquid pres-
sures are also summarized in Table 1. These PDPA measurements
were carried out exclusively on the ground. The LDV system on
board the aircraft was different from the PDPA system used on
the ground.

Procedure of Flight Experiments. The LDV system includ-
ing a 15-mW He-Ne laser and a frequency shifter was also on
board to measure, through a side window of the spray chamber,
the velocities of droplets impinging upon, and rebounding from,
the heater surface. The measuring point was 15 mm above the
heater surface. Compared to the PDPA measurements on the
ground, the velocities measured with the LDV on the aircraft
showed a wider scattering; the difference between the maximum
and the minimum velocity in the area of the heater surface was
within 610 percent. The measurements of the rebounded droplets
velocities were also schemed during the flight experiments. How-
ever, the measurements in reduced gravity condition were seri-

Fig. 2 Structure of copper block heater

Fig. 3 Structure of transparent glass heater
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ously hindered by the vapor condensation and the creeping up of
the residual liquid on the sight glass, and, hence, no reliable data
were obtained.

The whole experimental apparatus was installed in three stan-
dard racks~700 mm3450 mm3900 mm!for the parabolic flights
in the MU-300 aircraft. The spray chamber and the main part of
the experimental hardware were mounted on one rack~the main
rack!, and the LDV and the optical signal processing systems
were arranged in the second rack next to the main rack. The data
acquisition and control systems were accommodated in the third
rack.

A series of spray cooling experiments were conducted under a
reduced gravity condition~0.01 times the terrestrial gravityge!,
1 ge and an elevated gravity condition (2ge) during each para-
bolic maneuver. 1ge reference experiments were also conducted
on ground before take-off. We confirmed that both cooling char-
acteristics obtained in these 1ge situations were in complete
agreement. Although the reduced or elevated gravity period dur-
ing one parabolic trajectory lasts some 15;20 seconds, the only
data in the last 6 seconds in that period were employed for the
present evaluation of the heat transfer characteristics because of a
better stability of the gravity level in the later part of the period.
The data composing one boiling curve for a particular experimen-
tal condition were taken through one series of parabolic flights,
i.e., normally successive 10 parabolas. In the case of water, for
instance, starting at 400 K, the copper block heater was gradually
cooled down approximately by 5–20 K during each parabola. The
rate of cooling depended on the spray condition selected in each
series of parabolic flights, and it varied with time in the course of
cooling, primarily depending on the boiling regime prevailing on
the heater surface at each instant. The experimental data then
covered a whole boiling curve after 10 parabolas.

The data sampling frequency was set at 1 Hz while the heater
surface temperature~in other words the wall superheat! was in the
film boiling region. The frequency was increased to 10 Hz when
the surface temperature fell in the transition or the nucleate boil-
ing region.

Results and Discussion

Ground-Based Experiments

Water

„a… Steady state experiments and observation from the rear
side of the heater.

Before the flight experiments, a number of reference experi-
ments, especially those for different heater orientation, i.e.,
upward-facing (1ge) and downward-facing (21 ge) orientations,
were conducted in the normal gravity condition at different spray
volume fluxes. Figure 4 compares the heat transfer characteristics
for both heater orientations in the nucleate boiling regime with the
transparent heater. Here we find that the downward-facing orien-
tation gave a higher heat flux at any degree of the wall superheat

irrespective of the spray volume flux. This fact may be explained
with the aid of the visual observations of the surface of the trans-
parent heater from its rear side, which are described below.

When the spray volume flux was held at a relatively low level,
1.35631024 m3/~m2

•s), the fraction of the downward-facing
heater surface covered by liquid films at the highest heat flux was
found to be lower than the corresponding fraction for the upward-
facing surface by about 20 percent. On the contrary, the former
was higher than the latter by about 20 percent when the spray
volume flux was held at a higher level, 4.331024 m3/~m2

•s). Fig-
ure 5 shows typical rear-side views of the heater surface under a
low spray volume flux condition, where dark parts and bright
parts represent liquid films and dry areas on the heater surface,
respectively.

When the spray volume flux was low, it was observed that
impinging water droplets formed a number of small~island-like!
liquid films which partly covered the heater surface, and that the
droplets impinging on the residual dry area immediately evapo-
rated. The authors presume that each isolated island-like film was
rather flattened in the 1ge condition due to gravitational force,
which resulted in a higher liquid occupancy at 1ge . It turned out
from this behavior of droplet/heater interaction that the lower oc-
cupancy of the downward-facing surface by liquid films favors the
evaporation of the impinging droplets, thereby yielding a better
heat transfer characteristics.

In contrast to this, when the spray volume flux was high, the
heater surface was mostly covered by enlarged liquid films, and
vigorous nucleate boiling took place in these liquid films. Due to

Fig. 4 Comparison of spray cooling characteristics for water
with different orientation of transparent heater „Solid circles:
1 g e , Open circles: À1 g e…

Table 1 Spray parameters
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flattening of the liquid films in the 1ge condition, the in-film
nucleate boiling is considered to decrease the liquid occupancy
more strongly in the 1ge condition than in the case of21 ge ,
downward-facing orientation. Thus the higher fraction of liquid-
film-covered area in the downward-facing surface should yield a
larger contribution of the in-film nucleate boiling to the heat trans-
fer, thereby resulting in a better heat transfer characteristics. How-
ever, the mechanism underlying the variation in liquid film occu-
pancy of the heater surface depending on its orientation is yet-
to-be clarified.

The data obtained in the nucleate boiling region in the steady
state experiments were found to be well correlated as,

q}~DTsat!
m, (1)

whereq and DTsat denote the heat flux and the wall superheat,
respectively, andm is a dimensionless index falling in the range
1.7–2.0. The above correlation follows the form of empirical cor-
relations reported in some previous studies@14,15#.
„b… Transient experiments and the behavior of rebounded

droplets in differentWe conditions.

In contrast to the substantial dependency of the heat transfer in
the nucleate boiling region on the heater orientation, no significant
orientation dependency was observed in the CHF and the transi-
tion boiling region. Figure 6 shows the results of the transient
experiments with the copper block heater in a low spray volume
flux condition. Although Fig. 4 shows an appreciable effect of
heater orientation on the heat transfer in the nucleate boiling re-
gion, Fig. 6 hardly shows such an effect. This difference is pre-
sumably ascribable to the difference in the surface characteristics
between the transparent heater used in the steady state experi-
ments and the copper block heater used in the transient cooling
experiments. The transparent glass heater has a very smooth sur-
face coated by ITO, while the copper block heater has a relatively
rough hard Cr-plated surface. As a result of its higher surface
smoothness, the glass heater allows the nucleate boiling to take
place in a wider superheat range@16#. It is also presumed that the
ITO-coated surface of the glass heater has a higher wettability
with water. The impinging droplets easily form either isolated or
integrated liquid films on the glass heater, and this particular be-
havior is presumably relevant to the considerable difference in the
nucleate boiling heat transfer characteristics between the upward-
facing orientation and the downward-facing orientation.

In Fig. 6 we find a considerable orientation dependency in the
film boiling region including the MHF point, where the heat trans-
fer from the downward-facing heater surface was deteriorated by
about 30 percent, compared to that from the upward-facing sur-
face. The heat transfer deterioration detected with the downward-
facing surface is considered to be caused by the lack of the con-
tribution of rebounded droplets in the lowWe condition (We
528); i.e., impinging droplets do not spread out but are re-
bounded away from the downward-facing heater surface.

According to Shoji et al.@17#, the behavior of liquid droplets
sprayed onto a heater surface in the film boiling region was clas-
sified into the following two categories with respect to theWe:
whenWe.80, each droplet having impinged upon the heater sur-
face is crashed to disintegrate into small fragments; whenWe
,80, each droplet is subject to a deformation at the impingement
on the heater surface but it soon recovers its spherical shape and
then rebounds from the surface due to the predominant role of
surface tension and the bulk motion of vapor generated from the
droplets. SinceWe in the experimental conditions in Fig. 6 was as
low as 28, liquid droplets inevitably rebounded. Each of these
droplets once rebounded from the heater surface facing upward
possibly repeated such a rebounding motion, thereby continually
contributing to the heat removal from the heater surface. On the

Fig. 5 Observation of water-sprayed heater surface from rear
side „a… 1 g e , DÄ1.97Ã10À4 m3Õ„m2"s… , qÄ430 kWÕm2

„b…
À1 g e , DÄ1.97Ã10À4 m3Õ„m2"s… , qÄ450 kWÕm2

Fig. 6 Comparison of spray cooling characteristics for water
with different orientation of copper block heater „Solid circles:
1 g e , Open circles: À1 g e…
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other hand, it is not likely that the droplets once rebounded from
the downward-facing surface interact with the surface again.
Thus, the deterioration in heat transfer in the high wall-superheat
region observed with the downward-facing surface is reasonably
ascribable to the above-mentioned difference in droplet-
rebounding behavior between the two surface orientations.

In fact, the velocities of rebounding droplets were measured
with the LDV, and it was found that those rebounded droplets had
an upward-direction velocity in the range 1.3;2.7 m/s. Detailed
measurements revealed that 55–60 percent of droplets were re-
bounded from the heater whenWe530. The percentage of the
rebounded droplets reduced to about 15 percent whenWe5108
~Table 2!. WhenWe5622, however, rebounded droplets could
not be monitored since all the droplets spread out at the heater
surface. A similar situation is expected in the reduced gravity
condition.

Figure 7 plots the CHF versus spray volume flux data for water
obtained under the terrestrial condition. Also indicated in Fig. 7
areqmax versusD relation, whereqmax, assuming the ideal evapo-
ration of sprayed liquid, is expressed as

qmax5rD~L1cpDTsub!, (2)

and an empirical correlation due to Monde@18#.

qCHF'0.8qmax, (3)

wherer the density of the sprayed liquid,D the mean spray vol-
ume flux,L the latent heat of evaporation of liquid,cp the specific
heat, andDTsub the subcooling of liquid. The authors’ experimen-
tal data showed a tendency to deviating from any linearqmax

versusD relation in a highD range,D.731024 m3/~m2
•s), and

the increase ofqCHF with an increasingD was significantly de-
pressed in this range. It is reasonable to assume that the gravity
effect may change with a variation in liquid/heater contact mode,
which in turn may vary as to whetherD is lower or higher than the
critical volume flux,Dcr'731024 m3/~m2

•s). Thus, two spray
volume flux regions are distinguished here for the convenience of
discussing the gravity effect on spray-cooling heat transfer in a
later part of this paper: the low spray volume flux region (D
,Dcr) in which droplets having impinged upon the heater surface
hardly interact each other and completely vaporize, and the high
spray volume flux region (D.Dcr) in which droplets integrate
into liquid films spread over the heater surface.

It may be said alternatively that the low spray volume flux
region defines theD range in whichqCHF is approximated by
Monde’s correlation with a reasonable accuracy, and that the high
spray volume flux region is the residualD range in whichqCHF is
no longer approximated by Monde’s correlation because of an
incompleteness of vaporization of the liquid on the heater surface.

FC-72.

„a… Steady state experiments and observation from the rear
side of the heater.

In general, a relatively large scattering appeared in the experi-
mental data for FC-72 compared to those for water; this is pre-
sumably ascribable to a poor heat transfer characteristics in spray-
ing FC-72 due to its low latent heat. The steady state experiments
with the transparent heater showed that the downward-facing
heater surface gave a slightly better heat transfer than the upward-
facing surface in the nucleate boiling region. From the rear side of
the heater, it was observed that an extended liquid film covered
the heater surface almost entirely and vigorously flowed over the
surface. No nucleation site was clearly observed in the film. This
behavior considerably different from that in water spraying is con-
sidered to come from the lower surface tension, the lower viscos-
ity and the lower latent heat of FC-72 as well as a higher wetta-
bility of the heater surface with FC-72.

„b… Transient experiments and the behavior of rebounded
droplets in different We conditions.

In the transient cooling experiments, the heat transfer charac-
teristics for downward-facing heater orientation showed an appre-
ciable heat transfer deterioration in the transition and film boiling
regions~Fig. 8!. Accordingly, both CHF and MHF were deterio-

Fig. 7 Relation of CHF and spray volume flux for water in 1 g e
„open circles represent the data obtained in the previous study
„Sone et al. †11‡……

Table 2 Results of LDV measurements for rebounded droplets
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rated with the downward-facing orientation. The reduction in the
CHF was about 10 percent, and those in the heat fluxes in the film
boiling region were 25 percent and 40 percent whenWe5283 and
59, respectively. Just the same as in the water spray cooling, such
heat transfer deterioration observed with the downward-facing
heater surface is ascribable to no contribution of rebounded drop-
lets to the heat removal from the surface. Detailed LDV measure-
ments indicated that the velocity of the rebounded droplets was
0.8–1.3 m/s~Table 2!. As a whole, 15–20 percent of impinging
droplets rebounded from the heater surface even at relatively high
We conditions (We5140); this is much lower than the corre-
sponding percentage of rebounded droplets in water spraying.
This fact is reasonably ascribable to the surface tension of FC-72
being lower than that of water. The most significant effect of
heater orientation on the spray cooling heat transfer with FC-72
was found in the MHF. WhenWe559, the reduction in the MHF
for the downward-facing orientation was as large as some 70 per-
cent, compared to the MHF obtained with the upward-facing
orientation.

When the CHF data are plotted againstD as shown in Fig. 9,
we find that the data are approximated by the following correla-
tion in the rangeD,431024 m3/~m2

•s):

qCHF'0.4qmax. (5)

This correlation indicates that the spray cooling with FC-72 is
considerably less effective than that with water~cf. Fig. 7 and Eq.
~3!!.

Parabolic Flight Experiments

Water.

„a… Steady state experiments and observation from the rear
side of the heater.

Steady-state experiments in the nucleate boiling region with the
transparent heater were carried out at two spray volume fluxes,
3.731023 m3/~m2

•s! and 1.431024 m3/~m2
•s), higher and lower

than the critical volume fluxDcr , 731024 m3/~m2
•s), respec-

tively. Unexpectedly, the heat transfer characteristics obtained in
these experiments showed no appreciable change due to the re-
duction in gravity. Also we found little change in the behavior on
the heater surface observed from the rear side of the transparent
heater depending on the magnitude of the gravity. At the highest
heat fluxes set in the experiments, presumably very close to the
CHFs, the fractions of the heater surface covered by liquid films
were 90 percent and 44–49 percent when the spray volume flux
was high (3.731023 m3/~m2

•s) and low (1.431024 m3/~m2
•s)),

respectively, irrespective as to whether the gravity was reduced,
normal or elevated.

„b… Transient experiments and the behavior of rebounded
droplets in differentWe conditions.

The cooling characteristics obtained in the transient experi-
ments at a spray volume flux, 1.431024 m3/~m2

•s), less than the
critical volume fluxDcr are presented in Fig. 10. As already de-
scribed, we conducted 0.01ge , 1 ge and 2ge experiments in the
same series of parabolic flights. Since the experimental data at
1 ge were always between those at 0.01ge and 2ge , we compare
only 2 ge data with 0.01ge data in the figures to emphasize the
effect of gravity. We find no appreciable difference in the heat
transfer near the CHF point between the reduced and the elevated
gravity conditions. On the other hand, we find a significant heat
transfer deterioration in the film boiling region under the reduced
gravity, which exceeds 30 percent of the heat flux under 2ge
condition over the major portion of the film boiling region. The

Fig. 8 Comparison of spray cooling characteristics for FC-72
with different orientation of copper block heater „Solid circles:
1 g e , Open circles: À1 g e…

Fig. 9 Relation of CHF and spray volume flux for FC-72 in 1 g e
„open circles represent the data obtained in the previous study
„Sone et al. †11‡……

Fig. 10 Spray cooling characteristics for water with copper
block heater in parabolic flight experiments in low We and D
„Solid circles: 0.01 g e , Open circles: 2 g e…
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MHF under the reduced gravity also fell down to about 25 percent
of that under 2ge . The above facts are generally consistent with
the heater orientation dependency of the heat transfer observed in
the experiments on the ground, and they are ascribed to a variation
of droplets/heater-surface interaction with a change in the surface
superheating, which is discussed below.

In a superheating range not far from the CHF point, liquid
droplets of 50–100mm in diameter vaporize immediately after
their impingement onto the heater surface. Most of these droplets
neither coalesce each other nor fall into a rebounding motion be-
fore they vaporize away. Thus, it is unlikely that any change in
gravity alters the droplets/heater-surface interaction near the CHF
point as long as the spaying condition is in the low spray volume
flux region. In the film boiling region, on the other hand, droplets
spayed onto the heater surface rebound in a lowWe condition;
note thatWe533 in the experiments of present interest. Those
droplets possibly keep continual interaction with the heater sur-

face in the presence of gravity working toward the heater surface.
Such a continual droplets/heater-surface interaction must be lost
with the reduction in gravity.

The spray cooling characteristics at a higher spray volume flux,
3.731023 m3~m2

•s), exceeding the critical volume flux are pre-
sented in Fig. 11. Here we find that the CHF under the reduced
gravity is raised above the one under 2ge by about 10 percent.
This gravity dependency prevails in the transition boiling region,
but it is lost in the film boiling region. These facts are well con-
sistent with the results of on-the-ground experiments in which the
heater orientation was varied@10#. When the spray volume flux is
sufficiently high, droplets having impinged on the heater surface
coalesce each other and form liquid films covering a significant
proportion of the surface even in a superheat range close to the
CHF point. Because of the dimensions of those liquid films far
exceeding those of impinging droplets, the configurations and be-
havior of the films are presumably under the influence of gravity.
If this is the case, the heat transfer in a liquid-film-dominating
region including the CHF point should inevitably be dependent on
gravity. In the film boiling region, droplets sprayed onto the heater
surface split into tiny fragments instead of coalescing each other;
note thatWe.600 in the experiments of the present concern.
Those fragments, or disintegrated droplets, presumably evaporate

Fig. 11 Spray cooling characteristics for water with copper
block heater in parabolic flight experiments in high We and D
„Solid circles: 0.01 g e , Open circles: 2 g e…

Fig. 12 Spray cooling characteristics for FC-72 with transpar-
ent heater in parabolic flight experiments „Solid circles:
0.01 g e , Open circles: 2 g e…

Fig. 13 Observation of FC–72-sprayed heater surface from
rear side: „a… 0.01 g e ; „b… 2 g e .
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away in the vicinity of the heater surface irrespective of the level
of gravity. Consequently gravity effect is vanishing in the film
boiling region.

FC-72

„a… Steady state experiments and observation from the rear
side of the heater.

Figure 12 compares the heat transfer characteristics for a steady
state experiment with the transparent heater under reduced and
elevated gravity conditions at the same spray volume flux 2.25
31024 m3/~m2

•s), which is lower than the critical spray volume
flux, Dcr5431024 m3/~m2

•s). The range of the experiments was
limited to the nucleate boiling region below the CHF point. Here
we hardly recognize any gravity effect on the heat transfer.

Figure 13 shows two rear-side views of the heater surface upon
which a heat flux close to the CHF was imposed. Although no
appreciable difference in the heat transfer characteristics was de-
tected, the fraction of liquid-film covered area on the heater sur-
face evaluated from the rear side pictures showed slight variations
depending on the gravity level, i.e., 53 percent in the reduced
gravity, 60 percent in the normal gravity, and 64 percent in the
elevated gravity. It seems that droplets having impinged on the
heater surface form thin, discrete liquid-films which immediately
evaporate, rarely causing mutual interaction and thereby experi-
encing little gravity effect.
„b… Transient experiments and the behavior of rebounded

droplets in different We conditions.
Figure 14 compares the results of four different transient cool-

ing experiments performed at nearly the same volume fluxes
around 2.231024 m3/~m2

•s). The parameters of interest here are
the gravity level andWe. The heat transfer in the film boiling
region suffers a substantial deterioration with the reduction in
gravity whenWe is low ~less than 80!, but does not whenWe is
rather high. These results are consistent with those for water ex-
emplified in Fig. 10 (We533) and Fig. 11 (We5622), and it is
believed that the contribution of rebounded droplets yields such
difference.

Concluding Remarks
A series of spray cooling experiments were carried out, using

water and FC-72 as the coolants, under a reduced gravity condi-
tion. Corresponding ground-based experiments were also per-
formed to examine the effect of the heater surface orientation on
the spray cooling characteristics. In either class of the experi-

ments, two different heaters, a transparent glass heater for heater
surface observation and a copper block heater for obtaining heat
transfer data in a wide range of wall superheat, were employed.
The behavior of rebounded droplets in the film boiling region was
studied in detail on the ground with the aid of an LDV. Through-
out these experiments, special attention was paid to the two spray
parameters—the spray volume flux and the droplet Weber
number.

In the nucleate boiling region, no particular effect of gravity
was observed with either fluid, though the experiments using wa-
ter on the ground showed that the downward-facing orientation of
the heater surface gave an appreciably higher heat flux than the
upward-facing orientation did at any given wall superheat on the
heater surface. The heat transfer in the nucleate boiling region was
found to be well correlated as,q}(DTsat)

m, wherem51.722.0
for water andm50.5 for FC-72.

The relation between the CHF and the spray volume fluxD was
found to change atDcr , a critical level ofD, which is about 7
31024 m3/~m2

•s) for water and about 431024 m3/~m2
•s) for FC-

72. The difference in the CHF versusD relation between the low
D region and the highD region bordered byDcr is considered to
be caused by the difference in the liquid/heater contact behavior
between these regions, i.e., the droplets impinging upon the heater
surface completely vaporize, hardly interacting each other in the
low D region, while the droplets integrate into liquid films cover-
ing the heater surface in the highD region. In the case of low
spray volume flux, heater surface is not covered by such liquid
film flow, but liquid films cover heater surface entirely in the case
of high spray volume flux. Neither gravity nor heater orientation
affected the CHFs in the lowD region. In the highD region, on
the other hand, the CHFs were found to be under the influence of
both gravity and heater orientation; the influence of gravity and
heater orientation was maintained in the transition boiling region.

The most significant influence of gravity and heater orientation
appeared in the MHF and the heat transfer in the film boiling
region in lowWe conditions,We,80, in which impinging drop-
lets did not spread out on the heater surface but rebound from the
surface. It was found that both in the reduced gravity condition
and the terrestrial gravity condition in which the heater surface
was facing downward, the heat transfer at such lowWe ’s was
considerably deteriorated throughout the film boiling region be-
cause of the lack of secondary impingement, on the heater surface,
of rebounded droplets which could otherwise contribute apprecia-
bly to the heat transfer.

In conventional applications, spray cooling systems are quite
often operated in the film boiling region. If this is also the case in
space applications, operations at highWe conditions are strongly
recommended in view of the results of the present study.
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Nomenclature

cp 5 specific heat of spray liquid~kJ/kg•K!
d 5 droplet diameter~m!
D 5 spray volume flux~m3/~m2

•s!!
L 5 latent heat of evaporation~kJ/kg!

ge 5 terrestrial value of gravitational acceleration~9.8 m/s2!
q 5 heat flux~kW/m2!

qCHF 5 critical heat flux~kW/m2!
v 5 droplet velocity~m/s!

DTsat 5 wall superheat~K!
DTsub 5 subcooling of spray liquid~K!

Fig. 14 Spray cooling characteristics for FC-72 with copper
block heater in parabolic flight experiments „Solid symbols:
0.01 g e , Open symbols: 2 g e…
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r 5 density of spray liquid~kg/m3!
s 5 surface tension of spray liquid~N/m!

We 5 Weber number (5v2dr/s)
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Predicting the Onset of a
Low-Frequency, Limit-Cycle Type
of Oscillatory Flow Instability in
Multitube Condensing Flow
Systems
A means was developed for extending the predictive capability of the Equivalent Single-
Tube Model (ESTM) to accurately predict the onset of a self-sustained oscillatory flow
instability for a multitube condensing flow system. The model includes the effects of
compressibility, subcooled liquid inertia, and thermal and flow distribution asymmetry.
Previously, liquid inertia, a necessary mechanism for the instability, had not been mod-
eled for a multitube system. Extensive experimental data was obtained for a two-tube
system that verifies not only the predictive capability of the ESTM, but also its accuracy
and its wide range of applicability.@DOI: 10.1115/1.1338132#

Keywords: Condensation, Heat Transfer, Instability, Phase Change, Two-Phase

Introduction

Background. The research presented in this paper is associ-
ated with a low-frequency, limit-cycle type of oscillatory con-
densing flow instability in multitube condensing flow systems.
This research is important because large flow oscillations of the
condensate in multitube systems could substantially affect the per-
formance, control and safety of these and other associated sys-
tems. To the best knowledge of the authors, there do not appear to
be any models in the archival literature predicting the conditions
under which such an instability might exist formultitubesystems.
The focus of the present research, therefore, is the development
and verification of such a model.

Bhatt and Wedekind@1# and Bhatt et al.@2# studied this type of
instability for single-tubecondensing flow systems. Given the
complexity of the physical mechanisms involved inmultitubesys-
tems, and the fact that most of them are coupled in some way, a
significant step is involved between successfully modeling this
instability in asingle-tubecondenser and having the same level of
success when the condenser ismultitube. The task is made even
more difficult when thermal and flow distribution asymmetry ex-
ists within the tube bundle. In the aforementionedsingle-tube
studies, the physical parameters and mechanisms found to be re-
sponsible for this particular type of unstable flow behavior in-
cluded condenser heat flux, liquid inertia, upstream and two-phase
vapor compressibility, two-phase pressure drop and downstream
flow resistance. When thermal and flow distribution asymmetry
exists inmultitubesystems, each of the tubes would have a dif-
ferent condensing length, two-phase pressure drop, two-phase va-
por compressibility and a different amount of liquid inertia.

Constructing a rational bridge between the single-tube instabil-
ity model and a viable multitube model required a sequence of
planned research studies. These studies were designed to investi-
gate various modeling techniques for describing each of the above
multitube complexities in such a manner that each technique
could be validated experimentally. This type of sequential ap-
proach is important when attempting to sort out the complex

physical mechanisms associated with systems or processes with
multiple and coupled phenomena. Also, consistent with the previ-
ous work of the authors, the goal of the research was to keep the
final model as ‘‘user friendly’’ as possible, so that parametric
studies could be carried out on typical ‘‘spread-sheet’’ software.

The first step in constructing this rational bridge was the theo-
retical development and experimental verification of an Equiva-
lent Single-Tube Model~ESTM! @18#. This model demonstrated
the feasibility of modeling transient flow surges associated with
multitube condensing flow systems. The most salient feature of
the ESTM is its simplicity—being able to accurately describe
multitube condensing phenomena in terms of anequivalentsingle-
tube condensing flow system. At that point in time, however, the
ESTM was limited to incompressible flow. To further evaluate the
model, the predictive capability of the ESTM was extended to
predict the frequency-response characteristics@3,4# of multitube
condensing flows systems, again under the conditions when com-
pressibility effects are negligible.

Wedekind et al.@5# developed the means to further extend the
concept of an ESTM to predict the transient flow surge phenom-
enon in multitube condensing flow systems, when compressibility
effects are significant. This was a necessary step in understanding
how to model compressibility effects for a multitube system, since
it is one of the dominant energy storage mechanisms responsible
for the instability under consideration. The effects of thermal and
flow distribution asymmetry were also considered. These effects
included the pressure drop and the vapor volume in the two-phase
region—both of which may vary from one tube to another, de-
pending on the magnitude of the asymmetry.

Since the focus of the current paper is a limit-cycle type of flow
instability, a technique was needed for modeling two additional
physical mechanisms for multitude systems—liquid inertia and
the influence of compressibility on the effective point of complete
condensation. Neither of these two mechanisms were of signifi-
cance in the earlier multitube studies, but both are necessary for
the instability to exist.

The research reported in this paper extends the existing ESTM
concept to include the effects of compressibility on the dynamics
of the effective point of complete condensation in each tube, and
the effects of liquid inertia. Liquid inertia involves an appropriate
combination of the inertia due to liquid within each individual
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condenser tube and within and downstream of the exit manifold.
The effective point of complete condensation and the amount of
liquid inertia may also vary significantly from one tube to another,
depending on the magnitude of thermal and flow distribution
asymmetry. Such interaction adds considerable complexity to the
problem.

Other Relevant Research. Certain condensation-induced in-
stabilities are known to have a dramatic effect during the by-pass
phase of the PWR loss of coolant accident@6,7#. They are also
associated with countercurrent~reflux! and cocurrent condensa-
tion inside the steam generator tubes of the PWR, during a small
break ~without scram!loss of coolant accident@8#. Steam chug-
ging within the condensation pipes of a pressure suppression sys-
tem of a BWR@9,10# is also due to condensation-induced insta-
bilities. Also, in a study involving a multitube condenser for space
application@11#, substantial pressure drop fluctuations were ob-
served in each of the condenser tubes. Some of these fluctuations
were as high as 50 percent of the mean value. Therefore, such
instabilities are expected to play a significant role in the operation
of the overall system. Boyer et al.@12# observed an oscillatory-
type of flow instability in condensing steam in a vertical annular
passage. Condensing flow instabilities are also important in ocean
thermal energy conversion systems and a host of other applica-
tions in refrigeration, chemical processing and electronic compo-
nent cooling@13#.

To the best knowledge of the authors, the ESTM represents the
only developed model in the archival literature capable of predict-
ing transient phenomena inmultitube condensing flow systems.
The purpose of this paper is to show how the ESTM concept can
be extendedto have the capability of predicting the onset of self-
sustained oscillatory flow instabilities inmultitubesystems, and to
verify this capability experimentally.

Formulation of Governing Differential Equations
A schematic of a two-tube horizontal condensing flow system is

depicted in Fig. 1. The mass flowrate, heat flux, and cross-
sectional geometry of each channel is allowed to be different;
however, the length of the channels is assumed to be the same.
Viscous dissipation, longitudinal heat conduction, and changes in
kinetic energy are considered negligible. The spatially-averaged
heat flux for each tube is assumed to be time-invariant. Since
thermodynamic equilibrium is assumed to exist in the two-phase
region, all thermodynamic properties are assumed to be saturated
properties, independent of axial position, and evaluated at the
mean condensing system pressure, which is, however, allowed to
vary with time. The local flow quality and local area void fraction
are allowed to vary within the two-phase region with both axial
position and time. The region upstream of the two-phase region,
in/and upstream of the individual condenser tubes, is assumed to
be adiabatic and saturated. Also, the inlet flow quality into each
individual tube is assumed to be unity, and complete condensation
is assumed to take place in each condenser tube.

In the subsequent analysis, the effect of property variations with
pressure changes is considered negligible. In previous research
@5#, it was important to retain this effect because of the amplifi-
cation characteristics of condensing flow systems, where very
large transient flow surges would be accompanied by significant
pressure changes in the upstream vapor volume. However, the
purpose of this research is to model thestability boundary, notthe
instability itself. It will be seen later in this paper that, under
certain conditions, very large self-sustained oscillations may occur
in the outlet liquid flowrate, which are accompanied by significant
oscillations in the condensing pressure. At thestability boundary,
however, these oscillations are not present and the condensing
flow system operates in what is normally referred to as steady-
state conditions, even though stochastic fluctuations inherent to all

Fig. 1 Schematic of horizontal two-tube condensing flow system
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two-phase flow systems are still present. In this situation, the con-
densing pressure remains virtually constant, and in turn, the ther-
modynamic property variations would be negligible.

Central in the development of the governing equations is the
System Mean Void Fraction~SMVF! Model, which is a one-
dimensional, two-fluid, distributed parameterintegral modelde-
scribing the primary physical mechanisms within the two-phase
region, and1 which incorporates the concept of a non-fluctuating
system mean void fraction,ā.

System Mean Void Fraction Model. The SMVF Model, de-
veloped in previous research, is a way of modeling the transient
characteristics of the effective point of complete condensation,
h(t). It is obtained by application of the conservation of mass and
energy principles to the two-phase region. The differential equa-
tion governing the effective point of complete condensation for a
representativej th tube,h j (t), was developed by Wedekind et al.
@5# and is expressed as

tc, j

dh j~ t !

dt
1h j~ t !5

~h82h!

f̄ q, j Pj

g jmt,i~ t !2
~h82h!

f̄ q, j Pj

$Vu, j1g jVu

1V2f, j%
dr8

dt
, (1)

where the condensing flow system time constant for thej th tube,
tc, j , is expressed as

tc, j5
r8~h82h!āAt, j

f̄ q, j Pj

. (2)

It should be pointed out that the last term in Eq.~1! has in prior
research been negligible. In this research, however, the effects of
compressibility on the motion of the effective point of complete
condensation,h j (t), is a critical and necessary coupling mecha-
nism in successfully modeling the stability boundary. The system
mean void fraction,ā, is defined in terms of the local area void
fraction, a(z,t), and represents the integral form of the mean
value theorem; thus,

ā[
1

h~ t ! Ez50

h~ t !

a~z,t !dz. (3)

It had been determined in previous research@14# that, for most
applications, the system mean void fraction is essentially time-
invariant. Physically, this requires the redistribution of liquid and
vapor within the two-phase region to occur at a rate faster than
that of the deterministic flow transient, and is mathematically
guaranteed by being able to establish a similarity relationship.
This simplification has the effect of uncoupling the conservation
of mass and energy principles,in the two-phase region, from the
transientform of the momentum principle; thus, only thesteady-
stateform of the momentum principle is required. For this situa-
tion, the system mean void fraction,ā, can be obtained by the
following model:

ā5
1

~12a!
1

aLn~a!

~12a!2 ; a5~r8/r!2/3. (4)

The time invariance of thesystem meanvoid fraction doesnot
preclude transient changes in thelocal area void fraction affecting
the deterministic flow transient. Time invariance only applies to
themean valueof the void fraction from the point where conden-
sation begins,z50, to the effective point of complete condensa-
tion, h j (t). The particular void fraction model used here is that
proposed by Zivi@15#. It was chosen for its simplicity and proven

accuracy for these types of flow problems. Any void fraction-flow
quality relationship, however, that is valid over the full range of
flow qualities would yield similar results@14#.

Vapor Compressibility. The vapor compressibility can be
obtained from the transient momentum principle@1,16#; thus,

dr8

dt
5g* ko*

dmt,o~ t !

dt
1g* S Lo*

At,o
D

eq

d2mt,o~ t !

dt2
, (5)

where

ko* 5ko8m̄5
2ko

rAt,o
2 m̄; ko85

Dpo

m̄2 (6)

S Lo*

At,o
D

eq

5H Ld

At,o
1

1

n2 (
j 51

n
L j*

At, j
J . (7)

L j* 5~L82h̄ j !; h̄ j5
~h82h!

f̄ q, j Pj

m̄j (8)

Although Eq.~5! is similar to what was presented by Wedekind
et al. @5#, the second term on the r.h.s. represents the effect of
liquid inertia, which was not considered in the above mentioned
research. The effective outlet flow resistance coefficient,ko* , in-
cludes the flow resistances downstream of the condenser tube
bundle and theequivalentresistance of the multitube bundle itself,
including two-phase pressure drop.2 The parameter (Lo* /At,o)eq
represents an equivalent liquid inertia length for the condenser
tube bundle and is formulated in the following section.

Equivalent Liquid Inertia Length. A more general expres-
sion to that in Eq.~7! was first obtained from the inertia term in
the momentum principle, and is seen to consist of a downstream
portion and an equivalent value for the multitube condenser
bundle, which in turn involves the liquid inertia length and resis-
tances in the individual condenser tubes3; thus,

S Lo

At,o
D

eq

5H Ld

At,o
1S L j

At, j
D

eq
J , (9)

where

S L j

At, j
D

eq

5(
j 51

n S keq8

kt, j8 D @L82h j~ t !#

At, j
. (10)

Also, the equivalent flow resistance coefficient for the multitube
condenser bundle,keq8 , is expressed@5# as

keq8 5
kn8

n2 . (11)

It is reasonable to assume that the flow resistance coefficient in a
representativej th tube, kt, j8 , is approximately the same value as
that of the entire tube bundle,kn8 , because, with common headers,
the pressure drop across any tube and the entire tube bundle is the
same. The ratio of flow resistance coefficients seen in Eq.~10!,
between that of the entire bundle and a single representativej th

tube, can therefore be reduced to

S keq8

kt, j8 D 5
1

n2 S kn8

kt, j8 D'
1

n2 . (12)

1The System Mean Void Fraction Model is in the same category as that of von
Karman’s integral model for describing the viscous effects within a viscous boundary
layer.

2The inclusion of the two-phase pressure drop in the outlet flow resistance is
described in detail in footnote 14 in the paper by Wedekind et al.@5#.

3This analysis is analogous to the way electrical circuits are handled. The flow
resistance coefficient would be analogous to the electrical resistance, inertia to elec-
trical inductance, pressure drop to voltage drop and mass flowrate to electrical cur-
rent. Therefore, a multitube condensing flow system would be analogous to parallel
electrical circuits, each consisting of a resistor and an inductor, this parallel system
being in series with a resistor and inductor representing the downstream side of the
system.
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Eq. ~10! in turn reduces to

S L j

At, j
D

eq

5
1

n2 (
j 51

n
L j8

At, j
, (13)

where

L j85@L82h j~ t !#'@L82h̄ j #5L j* . (14)

The average value of the effective point of complete condensa-
tion, h̄ j , obtained from Eq.~8!, is used to compute the linearized
inertia length for that tube,L j* . Therefore, the linearized equiva-
lent liquid inertia length for the entire multitube system can be
expressed as

S Lo*

At,o
D

eq

5H Ld

At,o
1

1

n2 (
j 51

n
L j*

At, j
J . (15)

If the number of individual condenser tubes in the multitube
bundle,n, is large and/or the length of the subcooled liquid region
in each tube,L j* , is small, then the equivalent inertia length is
essentially just the length of the downstream liquid region; thus,

S Lo*

At,o
D

eq

5
Ld

At,o
. (16)

This may in fact be true in many industrial applications because,
in part, excessive subcooling of the liquid in each of the condenser
tubes may lead to certain types of instabilities in the multitube
system. Rabas and Minard@17# point out that, due to the possibil-
ity of certain instabilities occurring in multitube systems, many
condensers are designed to minimize subcooling of the liquid by
minimizing the length of the individual condenser tubes.

Outlet Liquid Flowrate. The differential equation governing
the transient outlet liquid flowrate,mt,o(t), is similar to what was
presented by Wedekind et al.@5#, but with an additional term due
to the effects of inertia, effects which were not considered in the
prior research; thus,

t i ,st f ,s

d2mt,o~ t !

dt2
1t f ,s

dmt,o~ t !

dt
1mt,o~ t !

5S r

r8Dmt,i~ t !2F S r

r8D21G(
j 51

n
f̄ q, j Pjh j~ t !

~h82h!
, (17)

where the system inertia and compressible flow system time con-
stants,t i ,s andt f ,s , are respectively expressed as

t i ,s5
1

ko*
S Lo*

At,o
D

eq

(18)

t f ,s5S r

r8D $Vu,t1V2f%g* ko* (19)

and, where

Vu,t5Vu1(
j 51

n

Vu, j (20)

V2f5(
j 51

n

V2f, j5(
j 51

n

At, j āh̄ j . (21)

Equation~17!, governing the outlet liquid flowrate,mt,o(t), is
similar to that presented by Wedekind et al.@5#, but with the
addition of the first term, related to inertia effects, which results in
this differential equation being of second order, rather than first
order. This equation is seen to be dependent on the effective point
of complete condensation in each tube,h j (t), Eq. ~1!, which in
turn is dependent on the outlet mass flowrate through the mecha-
nism of vapor compressibility, Eq.~5!; thus thetwo-way coupling.

This set of governing differential equations can be combined to
yield n-coupled, second-order differential equations governing the
response of the outlet liquid flowrate,mt,o(t), to an inlet vapor
flowrate variation,mt,i(t), which, when added together and rear-
ranged result in the following third-order differential equation
governing the outlet liquid flowrate,mt,o(t):

F t i ,s(
j 51

n

tc, jt f , j G d3mt,o~ t !

dt3
1F(

j 51

n

tc,tt f , j1t i ,s~t f ,s

2t2w,s!G d2mt,o~ t !

dt2
1~t f ,s2t2w,s!

dmt,o~ t !

dt
1mt,o~ t !

1(
j 51

n H tc, j

dmt, j~z,t !z5L8
dt J

5mt,i~ t !1S r

r8D F(j 51

n

g jtc, j G dmt,i~ t !

dt
, (22)

where

t2w,s5@~r/r8!21#@Vu,t1V2f#g* ko* (23)

and where the flow distribution parameter,g j , is defined as

g j[
mt,i , j~ t !

mt,i ,c~ t !
; mt,i ,c~ t !5(

j 51

n

mt,i , j~ t !. (24)

The time constantt2w,s , defined in Eq.~23!, represents a two-
way coupling between the outlet liquid flowrate and the effective
point of complete condensation, borne from the inclusion of the
influence of compressibility on the effective point of complete
condensation, Eq.~1!. As mentioned earlier, this influence has
been negligible in prior multitube research@3–5#, but is essential
in the prediction of the stability boundary. Stated another way,
neglecting this effect, by dropping the last term in Eq.~1!, ort2w,s
in Eq. ~22!, the forthcoming analysis would predict that the insta-
bility in the current research cannot exist under any operating
conditions.

Referring to Eq.~24!, the flow distribution parameter,g j , is
physically defined as the fraction of the total mass flowrate enter-
ing tube j. A flow distribution parameterg j51/n assures flow
distribution symmetry in ann-tube system. Also, the sum of the
flow distribution parameters for all of the condenser tubes is unity.
This is a consequence of its definition and the conservation of
mass principle. The parameter,b j , is the product of the heat flux
ratio between a reference tube~usually designated as tube 1! and
any tube in the system, and a geometrical ratio between any tube
and the same reference tube@18#. In general,b j>0, andb j51
signifies thermal/geometrical symmetry of the multitube system.
Although the model does allow for cross-sectional geometrical
variations in the individual tubes, they will not be considered here,
andb j will therefore be considered athermal asymmetryparam-
eter; thus,

b j5~ f̄ q,1 / f̄ q, j !. (25)

Both the thermal and flow distribution asymmetry parameters,g
andb, respectively, are considered system parameters in the clas-
sical sense@5#.

Equation~22! cannot, in general, be solved in its present form
because there are (n21) too many unknowns, except for the situ-
ation where thermalsymmetryexists. Thermal symmetry would
result in the condensing flow system time constant of each indi-
vidual condenser tube,tc, j , being the same. Such a solution, how-
ever, would obviously be incapable of providing any insight into
the effects of thermal asymmetry. Utilizing the approximation
technique embodied in the concept of the Equivalent Single-Tube
Model ~ESTM!, however, Eq.~22! can be simplified considerably.
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Equivalent Single-Tube Model „ESTM…. The ESTM is an
approximation techniquewhich has been successfully employed
in predicting various transient characteristics associated with mul-
titube two-phase condensing flow systems@5,18#. This approxi-
mation technique has the effect of reducing the governing differ-
ential equation, Eq.~22!, which contains summations, to an
approximationof Eq. ~22! where the summations are eliminated.
The resulting equation is of the sameform as that of a single-tube
condensing flow system@1#; thus the termequivalentsingle-tube.
The ESTM incorporates an equivalent single-tube condensing
flow system time constant,tc,s , which is a weighted average of
the condensing flow system time constants associated with each
individual tube,tc, j ; thus,

tc,s5(
j 51

n

g jtc, j5tc,1(
j 51

n

g jb j . (26)

Utilizing the above approximation, Eq.~22! can be reduced by
substitutingtc,s for everytc, j and rearranging; thus,

t i ,stc,st f ,s

d3mt,o~ t !

dt3
1~tc,st f ,s1t i ,st f ,s2t i ,st2w,s!

d2mt,o~ t !

dt2

1~tc,s1t f ,s2t2w,s!
dmt,o~ t !

dt
1mt,o~ t !

5mt,i~ t !1~r/r8!tc,s

dmt,i~ i !

dt
. (27)

Although the above equation is of the sameform as that for a
single-tube@1#, the physical meaning of the various terms in the
equation is considerably different.

If a flow instability is to occur, oscillations in the inlet vapor
flowrate,mt,i(t), must be coupled in some way to the oscillations
in the outlet liquid flowrate,mt,o(t). Therefore, the inlet vapor
flowrate needs to be modeled. The pressure drop across the outlet
flow resistance, obtained from the momentum principle@1#, is
given by

p~ t !2p05ko* mt,o~ t !1S Lo*

At,o
D

eq

dmt,o~ t !

dt
. (28)

Referring to Fig. 1, there is a corresponding pressure drop across
an inlet resistance where the vapor flowrate,mt,i(t), enters the
system. Neglecting the inertia of the inlet vapor flowrate,

pi2p~ t !5ki* mt,i~ t !, (29)

where

ki* 5ki8m̄5
ki

rv8At,i
2 m̄; ki85

Dpi

m̄2 . (30)

Adding Eqs.~28! and ~29!, an expression for the total pressure
drop across the entire condensing flow system, (pi2po), is ex-
pressed as

~pi2po!5ki* mt,i~ t !1ko* mt,o~ t !1S Lo*

At,o
D

eq

dmt,o~ t !

dt
. (31)

Solving Eq.~31! for the inlet vapor flowrate,mt,i(t), and substi-
tuting this expression back into Eq.~27!, a differential equation
may be obtained governing the transient outlet liquid flowrate,
mt,o(t); thus,

t i ,stc,st f ,s

d3mt,o~ t !

dt3
1H tc,st f ,s1t i ,st f ,s1S r

r8D tc,st i ,sS ko*

ki*
D

2t i ,st2w,sJ d2mt,o~ t !

dt2
1H tc,s1t f ,s1S r

r8D tc,sS ko*

ki*
D

2t2w,sJ dmt,o~ t !

dt
1F11S ko*

ki*
D Gmt,o~ t !

5
~pi2po!

ki*
. (32)

Prediction of the Onset of Flow Instability. It should be
noted that the parameters appearing in Eq.~32! aremultitubepa-
rameters. Thus, the former single-tube governing equation was
incapable of predicting the behavior of a multitube system. The
above multitube equation can be non-dimensionalized and, utiliz-
ing Routh’s stability criterion, an expression can be obtained to
predict the conditions under which the system would be stable, in
terms of several dimensionless numbers, each involving various
system parameters@1#; thus,

Nc1Ni>No (33)

where

Nc5
tc,s

~Vu,t1V2f!g* ki*
5S tc,s

t f ,s
D S r

r8D S ko*

ki*
D (34)

Ni5
ko* tc,s

S Lo*

At,o
D

eq

5S tc,s

t i ,s
D (35)

No5H F S r

r8D S ko*

ki*
D 11G21

2S r8

r D J . (36)

Both Nc andNi are directly proportional to the condensing flow
system time constant,tc,s . Thus, an examination of Eqs.~33!
through~35! indicates that the instability would be most prevalent
whentc,s is small, corresponding to the case of high heat flux in
the individual condenser tubes. Also, the role of subcooled liquid
inertia becomes clear by examining Eq.~35!. The equivalent in-
ertia length for the multitube system, which would mainly be due
to the inertia of the downstream portion of the system, is seen to
be in the denominator. Therefore, a long inertia length would tend
to destabilize the system. It may well be that the length of the
subcooled liquid region downstream of the multitube condenser
bundle cannot be controlled. The amount of compressibility, how-
ever, usually can be. An examination of Eq.~34! reveals that the
dimensionless numberNc is inversely proportional to the vapor
volume and downstream flow resistance. Although the upstream
vapor volume may be beyond the control of the design engineer,
the downstream flow resistance is more readily controlled. In-
creasing the downstream flow resistance would then have the ef-
fect of stabilizing the system, but at the expense of pressure drop.

The natural frequency of oscillation associated with the above
set of equations can also be obtained@1#; thus,

vn55 F S ko*

ki*
D 1S r8

r D G
~Vu,t1V2f!g* S Lo*

At,o
D

eq

6
1/2

5H F S ko*

ki*
D 1S r8

r D G ~r/r8!

t f ,st i ,s
J 1/2

. (37)

Again, the form of the above predictions for both the stability
boundary and corresponding natural frequencyappearidentical to
that reported by Bhatt and Wedekind@1#. It should again be
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pointed out, however, that the parameters in the above equations
aremultitubeparameters, parameters that werenot considered in
the earlier single-tube study. The former single-tube model, there-
fore, is incapable of predicting the stability characteristics ofmul-
titube systems.

Experimental Verification
Because of the nature of the ESTM, the equivalent single-tube

condensing flow system time constant being a weighted average
of the condensing flow system time constants associated with each
individual tube, Eq.~26!, it seems intuitive that the ESTM ap-
proximation would improve with an increasing number of tubes.
Thus, a two-tube system with significant thermal asymmetry may
very well represent a worst-case situation for the ESTM@5#.
Therefore, consistent with previous multitube research, the multi-
tube system utilized in the current experimental phase of the re-
search also consists of two parallel tubes connected to common
headers.

Experimental Apparatus and Measurement Techniques.
A schematic of the experimental apparatus is shown in Fig. 2.
Refrigerant-12 vapor is generated in the high-pressure reservoir
~vapor generator!by circulating temperature-regulated hot water
in the finned tubes coiled inside the shell of the reservoir. The
high-pressure vapor first passes through the flow-control module,
essentially consisting of a manually operated throttling valve.
Both the flow control module and the orifice flowmeter are heated
so as to prevent any condensation from occurring. Downstream of
the orifice flowmeter, the refrigerant vapor passes through a su-
perheater~to prevent premature condensation!, a variable-area
flowmeter, and then splits into two individual feeder tubes. It then
passes through a turbine flowmeter in each feeder tube and finally
through an additional heat exchanger~pre-condenser!, which is
used to adjust the inlet flow quality,xi , for each condenser. Sight-
glass sections at the outlet of the pre-condenser are used to visu-
ally confirm the existence or non-existence of liquid prior to en-
tering the condenser test sections.

The test sections are horizontal, copper, concentric-tube con-
densers approximately 5 meters long, where the inner tubes are
single, uninterrupted tubes with inner and outer diameters of 8.0

mm ~0.315 in!and 9.5 mm~0.375 in!, respectively. Chilled water
is circulated through the annulus and is counterflow to the incom-
ing refrigerant-12 vapor. The outer tube has an inner diameter of
17.3 mm~0.68 in!. The temperature of the chilled water is con-
trolled for each tube as is the flowrate, which is measured by
variable-area flowmeters. A series of thermocouples are posi-
tioned at equal spacing intervals axially along each test section
and are used to experimentally locate the position of the effective
point of complete condensation. This experimentally measured
effective point of complete condensation,h(t), agreed to within
10 percent of that predicted by the empirical model of Bhatt and
Wedekind@19#, which was used to predict the spatially average
condensing heat flux,f̄ q .

Downstream of the test sections, the liquid refrigerant leaving
the condenser tubes combines at the outlet manifold, after which
this combined flow passes through a precalibrated variable-orifice
flowmeter, which also doubles as the major variable flow resis-
tance controller, into the low-pressure reservoir, maintained at a
constant pressure by circulating temperature-regulated cold water
in the finned-tubes coiled inside the shell of the reservoir. Liquid
refrigerant is pumped back to the high-pressure reservoir through
a small, variable-speed, positive-displacement gear pump. In this
way, the condensing flow experimentation is continuous.

Prior to each test, static calibration of the pressure transducers
is carried out with refrigerant-12 vapor at a pressure below the
saturation level to ensure that no condensation takes place during
calibration. The transducers are carefully calibrated against a very
accurate digital pressure transducer. A four-channel continuous
chart recorder documents the voltage output signal traces as a
function of time for the differential pressure transducer associated
with the inlet orifice vapor flowmeter, the output signal for both
inlet vapor turbine flowmeters, and the differential pressure trans-
ducer located across the variable-orifice liquid flowmeter at the
system outlet.

Measurement Uncertainties. Uncertainties in differential
pressure measurements were less than60.138 kPa~60.02 psi!
because, prior to every test, all pressure transducers were cali-
brated against the above mentioned digital pressure transducer

Fig. 2 Schematic of experimental apparatus; two-tube condensing flow system
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~Mensor model 14000 digital pressure gauge!, whose accuracy
was better than60.069 kPa~60.01 psi!. Uncertainties in absolute
pressure measurements were61.38 Pa~60.2 psig!. Temperature
measurement uncertainties were60.42°C ~60.75°F!. The stan-
dards that were used for flow measurement calibration were liquid

and vapor turbine type flowmeters, which had an accuracy of62
percent of flow.

Special measurements were carried out to calibrate the orifice
vapor flowmeter at the system inlet, and the variable-orifice liquid
flowmeter at the system outlet. The calibration curve for the inlet

Fig. 3 Experimentally measured transient outlet liquid flowrate demonstrating the growth of a self-sustained limit-
cycle type oscillatory flow instability in a two-tube condensing flow system

Fig. 4 Experimentally measured transient outlet liquid flowrate demonstrating the decay and growth of a self-sustained
limit-cycle oscillatory flow instability in a two-tube condensing flow system
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orifice vapor flowmeter was accurate to within65 percent of the
flowrate, whereas the outlet variable-orifice liquid flowmeter had
a slightly higher uncertainty of67–8 percent. However, steady-
state tests showed that the inlet orifice vapor flowmeter measured
the flowrate to within 3 percent of that measured by the combined
vapor turbine flowmeters in the two feeder tubes for a wide range
of flowrates and flow distribution asymmetries. In fact, the vapor
turbine flowmeter traces were recorded continuously during every
test run along with the orifice flowmeter, in part to continuously
monitor the flow distribution, and in part as a redundant flow
measurement device for the orifice vapor flowmeter. For steady-

state tests, the outlet variable-orifice liquid flowmeter agreed with
the inlet orifice vapor flowmeter to within67 percent, again af-
firming the quality of the flow calibration process.

The major uncertainty associated with the flow instability, how-
ever, is not due to the aforementioned measurement uncertainty,
but rather is in the experimental determination of the stability
boundary. The criterion for determining this boundary involved
the observation of a degree of the inherent randomness in the
outlet liquid flowrate,mt,o(t). Although some subjectivity in this
determination is unavoidable, great care was taken to apply the
criterion consistently throughout the experimentation. In many
cases, although the outlet liquid flowrate appeared mostly random,

Fig. 5 Comparison of experimentally measured stability
boundary of a self-sustained limit-cycle type oscillatory flow
instability and boundary predicted by the ESTM

Fig. 6 Comparison between experimentally measured fre-
quency of oscillation of the self-sustained limit-cycle type flow
instability and that predicted by the ESTM

Fig. 7 Experimentally measured instability in a two-tube condensing flow system demonstrating the influence of vapor
volume on frequency of oscillation
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intermittent growth and decay of the flow oscillation was
observed.4 Therefore, the criterion for determining whether or not
the system was stable was that the outlet liquid flowrate consisted
of mostly random fluctuations and furthermore showed no poten-
tial for even intermittent flow oscillation growth. Thus, the maxi-
mum uncertainty associated with experimentally determining the
stability boundary is approximately 15 percent.

Experimental Verification of Stability Criterion. The ex-
perimental procedure that was followed for experimentally veri-
fying the stability criterion, predicted by the ESTM, consisted of
initially establishing obtainable operating conditions that represent
a suitable point well within theunstabledomain. An instability in
the outlet liquid flowrate was indicated by an initial growth in the
amplitude of the inherent stochastic flow fluctuations, which
would subsequently become fully-developed oscillations of fixed
amplitude. The final stage is a self-sustained, limit-cycle type of
flow instability. Figure 3 depicts a typical strip-chart trace of the
outlet liquid flowrate,mt,o(t), and shows the inherent stochastic
fluctuations, the growth and eventual limit-cycle type of behavior.

A subsequent means of stabilizing the system was achieved by
varying one or more system parameters seen in Eqs.~34! through
~36!, such as the heat flux, the mean system flowrate, or the outlet
flow resistance. Although several other parameters could be
changed to stabilize or destabilize the system, changing the outlet
flow resistance or the total mean flowrate were the most conve-
nient in most instances. Systemstability is indicated by a decay in
the amplitude of the oscillations in the flowrate and the reappear-

ance of the inherent stochastic fluctuations. Figure 4 depicts the
stabilization of the flowrate from an initial unstable behavior. In
this condition, measurements were taken and used to determine
the parameters, and in turn the dimensionless numbersNi , No ,
andNc , which locate the position of the data point on the stability
plot. The transient decay of the oscillations and the reappearance
of the inherent fluctuations was faster than that of the growth
cycle, which was depicted in Fig. 3. The amplitude of the oscil-
lations in Figs. 3 and 4 is very large, as much as 12 times the
mean flowrate. As can be seen, significant flow reversals exist.
The system could bedestabilized, as seen in Fig. 4, by adjusting
the one or more system parameters, initially changed to stabilize
the system, back to their original values.

In Figs. 3 and 4, the magnitude of the inherent stochastic fluc-
tuations appears to be large. The variable orifice flowmeter that
measures the transient outlet liquid flowrate,mt,o(t), is also used
as the major control mechanism of flow resistance. In the above
figures, to initiate a flow instability, or to terminate an existing
instability, the outlet flow resistance had to be decreased, or in-
creased, respectively. By changing the flow resistance, however,
the value of the calibration constant for the variable orifice flow-
meter also changes. Therefore, in Figs. 3 and 4, what is referred to
as the stable condition, where the inherent stochastic fluctuations
are present, the actual flowrates are somewhat less in magnitude
than the scale depicts.

The experimental data indicating the onset of unstable flow are
shown by the data points in Fig. 5. The data include many differ-
ent flow conditions and configurations, such as two-tube data with
varying degrees of thermal and flow distribution asymmetry; both
configurations being run with different vapor volumes and inertia
lengths. Superimposed on this graph is the stability criterion, pre-
dicted by the ESTM, Eq.~33!, which is shown by the solid
straight lines that represent the boundary between the stable and

4It is noteworthy to point out that the intermittent flow oscillations observed,
when the system was near the stability boundary, is conceptually similar to turbulent
flow in a tube, as the Reynold’s number is decreased towards the critical value for
transition to laminar flow. In the transition region between laminar and turbulent
flow, but closer to the laminar boundary, the laminar flow is still unstable and gen-
erates intermittent ‘‘bursts’’ of turbulent fluctuations@20#.

Table 1 Physical properties and parameters for stability boundary
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unstable domains.5 The intercept on the abscissa and ordinate in
Fig. 5 is the dimensionless numberNo , Eq. ~36!. The two parallel
lines depicted in Fig. 5 represent theextremesof the predicted
stability boundary forall of the experimental data presented, due
to variations in the outlet-to-inlet flow resistances, (ko* /ki* ).

A comparison of the experimental data with the theoretical sta-
bility boundary predicted by the ESTM indicates a high degree of
agreement, especially in light of the uncertainty in pinpointing the
exact location at which the system stabilizes or destabilizes. This
degree of agreement is even more significant when consideration
is given to the complexity of the many different physical mecha-
nisms involved, and the simplicity of the ESTM, complete with its
ability to accurately predict the effects of thermal and flow distri-
bution asymmetry for amultitubesystem.

Experimental Verification of Natural Frequency. The ex-
perimental data, shown in Fig. 6, represent the natural frequency
of the self-sustained limit-cycle oscillations. The degree of agree-
ment between the natural frequency, predicted by the ESTM, Eq.

~37!, and the experimentally measured frequency, is quite good,
and covers as wide a range as was possible with the existing
experimental apparatus, 0.3< f <0.7 Hz.

The range of natural frequencies presented was made possible
by changes in the upstream vapor volume and inertia length. As
can be seen in the schematic of the experimental apparatus in Fig.
2, a variable vapor volume in the upstream portion of the appara-
tus allowed for the total upstream vapor volume,Vu , to be
changed readily. The variable vapor volume was heated so as to
prevent condensation from occurring within the added volume.
Figure 7 depicts the experimentally measured flow instability
when a sudden increase in upstream vapor volume is made. This
increased vapor volume caused a sudden decrease in the natural
frequency of oscillation. After the system was allowed to operate
in this mode for some time, the additional variable vapor volume
was then isolated from the apparatus, and the previous oscillation
frequency was regained very quickly. The difference in the natural
frequency between the two unstable conditions is quite
apparent.

As can be seen in Fig. 6, the ESTM predicted slightly lower
natural frequencies than what was measured experimentally.
However, the correspondence between the predictive capability of

5It should be pointed out that a favorable feature of the present ESTM is that the
stability boundary is valid for any number of tubes in the condensing flow system, as
is indicated in Fig. 5 by being able to display both two-tube and single-tube data
together on the same plot.

Table 2 Physical properties and parameters for frequency of oscillation
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the ESTM and direct experimental data is again quite good, espe-
cially considering the physical complexity involved, and the mod-
el’s simplicity.

Summary and Conclusions
The research presented in this paper is a theoretical and experi-

mental investigation of a low-frequency, self-sustained, limit-
cycle type of oscillatory instability in the outlet condensate flow-
rate. The oscillations are of large amplitude and may include flow
reversals. This instability normally exists under conditions of high
heat flux and low outlet flow resistance.

The primary physical parameters responsible for this particular
type of unstable behavior include the condenser heat flux, down-
stream inertia of the subcooled liquid, compressibility in the up-
stream vapor volume, and flow resistance; with the liquid-to-
vapor density ratio being the primary physical parameter
responsible for the amplitude of the oscillations. A means was
developed for extending the Equivalent Single-Tube Model
~ESTM!, based on the System Mean Void Fraction~SMVF!
Model, to predict the stability boundary for a multitube system.
This predictive capability was verified experimentally for a two-
tube system, which may well be a worst-case situation for the
accuracy of the ESTM. The corresponding natural frequency of
oscillation also compared favorably with the experimental data.
The upstream compressible vapor volume and downstream liquid
inertia appear to be the dominant energy-storage mechanisms re-
sponsible for this unstable behavior.

The experimental data presented in this research directly veri-
fies the predictive capability of the ESTM, and, in turn, that of the
SMVF Model. The true value and utility of the ESTM can only be
comprehended when consideration is given to the complexity of
the numerous physical mechanisms involved in multitube con-
densing flow systems, and the high degree of accuracy of such a
relatively simple model; a model which can be solved, and graphi-
cally demonstrated, on typical ‘spread-sheet’ software.
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Nomenclature

At,o 5 total cross-sectional area of system outlet, m2

f̄ q, j 5 spatially average heat flux from tubej, W/m2

h 5 enthalpy of standard liquid, J/kg
ko 5 lumped effective outlet orifice coefficient,Dp/rv2

k8 5 flow resistance coefficient, N•s2/m2
•kg2

ko* 5 linearized flow resistance at system outlet, kN•s/m2
•g

ki* 5 linearized flow resistance at system inlet, kN•s/m2
•g

Ld 5 downstream length, m
L8 5 length of condenser tube bundle, m
Lo* 5 linearized subcooled liquid inertia length, m
m̄ 5 mean total flowrate, kg/s

mt,i(t) 5 total time-dependent mass flowrate at system inlet,
kg/s

mt,o(t) 5 total time-dependent mass flowrate at system outlet,
kg/s

n 5 number of individual condenser tubes in multitube
system

p(t) 5 condensing flow system pressure, N/m2

pc 5 average condensing pressure, N/m2

pi 5 pressure at condensing flow system inlet, N/m2

P 5 inside periphery, m
po 5 pressure at condensing flow system outlet, N/m2

Vu 5 upstream vapor volume in inlet header assembly, m3

Vu,t 5 total upstream vapor volume, m3

V2f 5 total two-phase vapor volume in multitube system,
m3

xi 5 quality of flow entering at the system inlet
z 5 axial position coordinate from beginning of conden-

sation process, m

Greek Symbols

a(z,t) 5 local area mean void fraction
ā 5 system mean void fraction
b 5 thermal asymmetry parameter

Dp 5 pressure prop, N/m2

g 5 flow distribution asymmetry parameter
g* 5 vapor compressibility coefficient;dr8/dp, kg/m•kN
h̄ 5 mean position of effective point of complete conden-

sation, m
h j (t) 5 position of effective point of complete condensation

in j th tube, m
r 5 density of saturated liquid, kg/m3

tc,s 5 effective condensing flow system time constant for
entire multitube system, s

t f ,s 5 effective compressible flow system time constant for
entire multitube system, s

t i ,s 5 effective inertia time constant for entire multitube
system, s

t2w,s 5 effective two-way coupling time constant for entire
multitube system, s

vn 5 natural frequency, 1/s

Subscripts and Superscripts. Primed~8! symbols of quanti-
ties refer to saturated vapor. A subscript~j! usually refers to quan-
tities for the arbitrary representativej th tube. Symbols of quanti-
ties generally refer to time-averaged quantities where the
averaging time is small enough so as to just eliminate the inherent
fluctuations but not interfere with the deterministic transient.
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Extinction and Scattering
Properties of Soot Emitted From
Buoyant Turbulent Diffusion
Flames
Extinction and scattering properties at wavelengths of 250–5200 nm were studied for
soot emitted from buoyant turbulent diffusion flames in the long residence time regime
where soot properties are independent of position in the overfire region and characteristic
flame residence times. Flames burning in still air and fueled with gas (acetylene, ethylene,
propane, and propylene) and liquid (benzene, toluene, cyclohexane, and n-heptane) hy-
drocarbon fuels were considered. Measured scattering patterns and ratios of total
scattering/absorption cross sections were in good agreement with predictions based on
the Rayleigh-Debye-Gans (RDG) scattering approximation in the visible. Measured de-
polarization ratios were roughly correlated by primary particle size parameter, suggest-
ing potential for completing RDG methodology needed to make soot scattering predic-
tions as well as providing a nonintrusive way to measure primary soot particle diameters.
Measurements of dimensionless extinction coefficients were in good agreement with ear-
lier measurements for similar soot populations and were independent of fuel type and
wavelength except for reduced values as the near ultraviolet was approached. The ratios
of the scattering/absorption refractive index functions were independent of fuel type
within experimental uncertainties and were in good agreement with earlier measure-
ments. The refractive index function for absorption was similarly independent of fuel type
but was larger than earlier reflectometry measurements in the infrared. Ratios of total
scattering/absorption cross sections were relatively large in the visible and near infrared,
with maximum values as large as 0.9 and with values as large as 0.2 at 2000 nm,
suggesting greater potential for scattering from soot particles to affect flame radiation
properties than previously thought.@DOI: 10.1115/1.1350823#

Keywords: Combustion, Fire, Flame, Heat Transfer, Radiation

Introduction
The extinction and scattering properties of soot at visible and

infrared wavelengths must be known in order to developin situ
optical techniques for measuring soot properties and to obtain
reliable estimates of the radiation properties of soot. Past studies
have made significant progress toward resolving the extinction
and scattering properties of soot, see Charalampopoulos@1#, Faeth
and Köylü @2#, Julien and Botet@3#, Tien and Lee@4#, and Vis-
kanta and Mengu¨c @5#. This work has shown that soot consists of
nearly monodisperse spherical primary particles collected into
mass fractal aggregates, that primary soot particle diameters and
the number of primary particles per aggregate vary widely
whereas soot fractal properties are relatively universal, that soot
optical properties can be approximated by Rayleigh-Debye-Gans
~RDG! scattering from polydisperse mass fractal aggregates
~called RDG-PFA theory! at visible wavelengths and that accurate
estimates of soot optical properties are mainly limited by uncer-
tainties about soot refractive index properties. Earlier work in this
laboratory due to Krishnan et al.@6# sought to improve under-
standing of soot refractive index properties in the visible by com-
pleting in situ measurements of soot extinction and scattering co-
efficients and interpreting these results using RDG–PFA theory.
The objective of the present investigation was to extend this re-

search, concentrating on additional measurements and analysis of
soot extinction and scattering properties in the near ultraviolet,
visible and infrared wavelength ranges~wavelengths of 250–5200
nm!.

Earlier studies of soot extinction and scattering properties are
reviewed by Wu et al.@7#; therefore, the following discussion will
be limited to the findings of the companion study of Krishnan
et al. @6#. Krishnan et al.@6# carried outin situ measurements of
the optical properties of soot at wavelengths of 351.2–800.0 nm,
considering soot in the overfire region of large buoyant turbulent
diffusion flames burning in still air at standard temperature and
pressure~STP! and at long characteristic flame residence times
where soot properties are independent of position and character-
istic flame residence time for a particular fuel@8#, considering
soot in flames fueled with a variety of gaseous and liquid hydro-
carbons~acetylene, ethylene, propylene, butadiene, benzene, cy-
clohexane, toluene, and n-heptane!. Extinction and scattering were
interpreted to find soot optical properties using RDG–PFA theory
after establishing that this theory was effective over the test range.
Effects of fuel type on soot optical properties were comparable to
experimental uncertainties. Dimensionless extinction coefficients
were relatively independent of wavelength for wavelengths of
400–800 nm and yielded a mean value of 8.4 in good agreement
with earlier measurements of Dobbins et al.@9#, Choi et al.@10#,
Mulholland and Choi@11#, and Zhou et al.@12# who considered
similar overfire soot populations. Measurements of the refractive
index function for absorption,E(m), were in good agreement
with earlier ex situ reflectometry measurements of Dalzell and
Sarofim@13#, and Stagg and Charalampopoulos@14#. On the other
hand, measured values of the refractive index function for scatter-
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ing, F(m), only agreed with these earlier measurements for wave-
lengths of 400–550 nm but otherwise increased with increasing
wavelength more rapidly than the rest. These measurements also
showed that refractive index functions increased rapidly with in-
creasing wavelength in the visible, yielding large levels of scat-
tering as the infrared wavelength range was approached. This be-
havior raises concerns about approximations of modest refractive
index values in the infrared that are required by RDG–PFA theory
@9,15,16#; as well as concerns about the common assumption that
scattering from soot in the infrared can be neglected when esti-
mating flame radiation properties@4,5#. Finally, these results
showed that soot refractive index properties do not approach a
resonance condition in the near ultraviolet that is observed for
graphite, see Chang and Charalampopoulos@17#; instead, refrac-
tive indices declined continuously with decreasing wavelength as
the near ultraviolet was approached, similar to the findings of
Vaglieco et al.@18# for amorphous carbon and soot.

The present study sought to extend the measurements of Krish-
nan et al.@6# into both the infrared and the near ultraviolet in
order to help resolve concerns about soot optical properties in
these spectral regions. Other issues that were considered included
evaluating scattering predictions in the visible and infrared based
on RDG–PFA theory, developing information about depolariza-
tion ratios in the visible that is needed to properly close scattering
predictions based on RDG–PFA theory, and exploiting RDG–
PFA theory to evaluate the potential importance of scattering from
soot on flame radiation properties in the infrared. The following
description of the study is brief; more details and a complete
tabulation of data can be found in Krishnan@19#.

Experimental Methods
The experimental arrangement was the same as Krishnan et al.

@6#. The apparatus consisted of either a water-cooled gas-fueled
burner having a diameter of 50 mm, or uncooled liquid-fueled
burners having diameters of 51 and 102 mm, all injecting fuel
gases vertically upward. The burners were located within an en-
closure having a hood with a 152 mm diameter vertical exhaust
duct at the top. Measurements were made at the exit of the ex-
haust duct where flow properties were nearly uniform. All oper-
ating conditions involved buoyant turbulent diffusion flames in
still air within the long residence time regime where soot in the
fuel-lean ~overfire! region is independent of both position and
characteristic flame residence time@8#.

Many of the properties of the present overfire soot were avail-
able from earlier measurements by@6–8,20–23#, as follows: den-
sity, composition, volume fractions~gravimetrically!, primary
particle diameters, aggregate size properties (N̄,Ng ,sg), aggre-
gate fractal dimensions, scattering and extinction properties in the
visible, and refractive index properties in the visible. Present mea-
surements emphasized extinction within the wavelength range of
250–5200 nm. The wavelengths that were considered and the
light sources that were used are as follows: 351.2, 457.9, 488.0,
and 514.5 nm using an argon-ion laser~4W, Coherent Innova
90-4!; 632.8 nm using a He-Ne laser~28 mW, Jodon HN10G1R!;
248.0, 303.0, 405.0, 436.0, 546.0, and 578.0 nm using a mercury
lamp ~100W, Oriel 6281!; 600.0, 800.0, 1100.0, 1550.0, and
2017.0 nm using a Quartz-Tungsten Halogen~QTH! lamp~100W,
Oriel 6333!; and 3980.0 and 5205.0 nm using an IR emitter source
~Oriel 6363!. Two detectors were used, as follows: 351.2–800.0
nm using a silicon detector~Newport 818-UV!, and 248.0-303.0
nm and 1100.0–5205.0 nm using a pyrodetector~Oriel 70128!.
Interference filters having 10 nm bandwidths were used for wave-
lengths up to 1550.0 nm; interference filters having bandwidths of
90–160 nm were used for wavelengths larger than 1600.0 nm.
The optical arrangement was designed following Manickavasa-
gam and Mengu¨c @24# to reduce contributions of forward scatter-
ing to extinction measurements to less than 1 percent. Calcium
fluoride lenses were used for spatial filtering and collimating the
incident light due to the large range of wavelengths considered.

The light was modulated by an enclosed chopper~Oriel 75155!
before passing through the soot-containing exhaust flow. The out-
put of the detector was passed through lock-in amplifiers prior to
sampling and storage using a laboratory computer. Sampling was
done at 2 kHz for a time period of 60s, averaging results for three
sampling periods at each wavelength. Experimental uncertainties
~95 percent confidence! of the extinction measurements are esti-
mated to be less than 5 percent. Experimental uncertainties of
other measurements will be presented when they are discussed.

The test conditions were the same as Krishnan et al.@6#. A brief
summary of the fuels considered, and the corresponding structure
properties of the overfire soot, is presented in Table 1. This range
of fuels provides evaluation of soot optical properties forH/C
atomic ratios of 1.00–2.28.

Theoretical Methods

RDG–PFA Theory. Analysis of the extinction and scattering
measurements to find soot optical properties was based on RDG–
PFA theory. Portions of this theory used during the present inves-
tigation are briefly summarized in the following, see Julien and
Botet @3#, Dobbins and Megaridis@15#, and Köylü and Faeth@21#
for more details.

The main assumptions of RDG–PFA theory are as follows:
individual primary particles are Rayleigh scattering objects, ag-
gregates satisfy the RDG scattering approximations, primary par-
ticles are spherical and have constant diameters, primary particles
just touch one another, the number of primary particles per aggre-
gate satisfies a log-normal probability distribution function, and
aggregates are mass fractal objects that satisfy the following rela-
tionship @3#:

N5kf~Rg /dp!D f . (1)

These approximations have proven to be satisfactory during past
evaluations of RDG–PFA theory for a variety of conditions, in-
cluding soot populations similar to the present study, see Krishnan
et al. @6#, Wu et al. @7#, and Ko¨ylü and Faeth@21,22,25#; never-
theless, the theory was still evaluated during the present investi-
gation before applying it to find soot optical and scattering
properties.

Table 1 Summary of soot structure properties a
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The following formulation will be in terms of volumetric opti-
cal cross sections; these can be converted to optical cross sections,
as follows:

C̄j
a5NQj

a/np ; j 5vv,hh,s,a,e. (2)

The volumetric extinction cross section is simply the sum of the
volumetric absorption and total scattering cross sections,

Q̄e
a5Q̄a

a1q̄s
a5~11rsa!Q̄a

a , (3)

where the last expression introduces the total scattering/absorption
cross section ratio:

rsa5Q̄s
a/Q̄a

a . (4)

Based on RDG–PFA theory,rsa can be computed given the struc-
ture and refractive index properties of the soot population, when
effects of depolarization are small, as follows:

rsa52xp
3F~m!N2g/~3E~m!N̄!. (5)

The specific expression for the aggregate total scattering factor,
g(kRg ,D f), and the method of computingN2g from knownag-
gregatestructure properties, are described by Ko¨ylü and Faeth
@21#.

In order to complete predictions of soot extinction and scatter-
ing properties using RDG–PFA theory, measurements of soot vol-
ume fractions~gravimetrically! and primary particle diameters~by
thermophoretic sampling and transmission electron microscopy,
TEM! were used to compute primary particle density, as follows:

np56 f v /~pdp
3!. (6)

Present extinction and scattering measurements in the visible yield
Q̄e

a andQ̄s
a directly, so thatQ̄a

a can be found from Eq.~3! andrsa
from Eq.~4!. Then the refractive index functions can be computed
from the RDG–PFA formulation, as follows:

E~m!5k2Q̄a
a/~4pxp

3np! (7)

F~m!5k2~qdp!D fQ̄vv
a ~qdp!/~kfxp

6np!, (8)

whereqdp must be large enough so that scattering is in the large-
angle~power-law!regime where Eq.~8! is appropriate. This last
requirement was readily satisfied because power-law scattering
dominated the scattering properties of the present large soot ag-
gregates, see Wu et al.@7#. The fractal properties needed to apply
Eq. ~8! also were known for the present soot populations, see
Table 1. Finally, combining Eqs.~6! and ~7! yields a useful ex-
pression forQ̄a

a , as follows:

Q̄a
a56pE~m! f v /l. (9)

Large soot aggregates exhibit effects of depolarization which in-
fluence Q̄hh

a and thus estimates ofQ̄s
a and rsa . Unfortunately,

effects of depolarization cannot be predicted using RDG–PFA
theory and must be handled empirically instead. This was done as
suggested by Ko¨ylü and Faeth@21# by defining a depolarization
ratio,rv , and using it analogous to Rayleigh scattering theory, see
Rudder and Bach@26#. Thus, values ofQ̄hh

a (u) were found, as
follows:

Q̄hh
a ~u!5@~12rv!cos2 u1rv#Q̄vv

a ~u!. (10)

It follows immediately from Eq.~10! that @21,27#

rv5Q̄hh
a ~90°!/Q̄vv

a ~90°! (11)

so thatrv could be obtained directly from present measurements
in the visible.

The formulation of Eqs.~1!–~11! was used in several ways
during the present investigation. First of all, normalized param-
eters, e.g.,Q̄vv

a (u)/Q̄vv
a (90 deg) andQ̄hh

a (u)/Q̄vv
a (90 deg), yield

scattering patterns that are independent of refractive index prop-

erties from Eqs.~7!–~11! and can be used to evaluate RDG–PFA
predictions and find values ofrv from the measurements. In ad-
dition, all quantities on the right hand sides of Eqs.~7! and ~8!
were known in the visible so that these equations could be used to
find E(m) andF(m) in the visible as discussed by Krishnan et al.
@6#. Effects of depolarization on predictions of total scattering
cross sections were small so that Eq.~5! could be used to predict
rsa in the visible, given values ofE(m) and F(m), providing a
means of testing combined effects of RDG–PFA predictions and
refractive index property measurements. Then, Eq.~5! was used to
estimate rsa in the infrared ~after finding a correlation for
F(m)/E(m) in the infrared to be discussed later! so thatE(m)
could be found from present measurements ofQ̄e

a using Eqs.~3!
and ~9!. Finally, Eq.~5! in conjunction with values ofE(m) and
F(m) developed from the measurements, were used to estimate
the potential importance of scattering from soot on the properties
of flame radiation.

Dimensionless Extinction Coefficients. For conditions
where soot properties are uniform along an optical path, the di-
mensionless extinction coefficient,Ke , provides a simple relation-
ship between extinction and soot volume fractions, as follows@9#:

Ke52l ln~ I /I 0!/~L f v!. (12)

Soot properties, includingf v , were nearly constant over the
present optical path; nevertheless, an appropriate average value of
f v was used to evaluateKe from Eq. ~12! based on several gravi-
metric measurements off v along the optical path. The volumetric
extinction cross section for a uniform path of lengthL is given by
@21#:

Q̄e
a52 ln~ I /I 0!/L. (13)

Then, introducing the volumetric absorption coefficient from Eq.
~3!, and combining Eqs.~12! and ~13!, yields the following:

Ke5l~11rsa!Q̄a
a/ f v . (14)

Finally, substituting forQ̄a
a from Eq. ~9! yields

Ke56pE~m!~11rsa!. (15)

Equation~15! implies that variations of the dimensionless extinc-
tion coefficient with wavelength result from variations of both
E(m) andrsa with wavelength.

Results and Discussion

Scattering Patterns. Typical examples of measured and pre-
dicted scattering patterns of ethylene soot at wavelengths of
351.2–632.8 nm appear in Fig. 1, see Krishnan et al.@6#, Wu
et al. @7# and Köylü and Faeth@21# for other examples involving
similar overfire soot populations. Experimental uncertainties~95
percent confidence! of the normalized scattering properties illus-
trated in Fig. 1, are estimated to be smaller than 10 percent, except
for thehh component near 90 deg, where small values of this ratio
make uncertainties somewhat larger. The agreement between
measurements and predictions is excellent with discrepancies
smaller than experimental uncertainties. In particular, there is no
deterioration of predictions at small wavelengths where relatively
large values ofxp create concerns about the validity of RDG–PFA
theory @6#. Similarly, there is no deterioration of performance at
large wavelengths where progressively increasing values of the
real and imaginary parts of the refractive indices of soot with
increased wavelength also cause concerns about the validity of
RDG–PFA theory@6#. Similar performance was achieved at other
conditions implying acceptable use of RDG–PFA theory for soot
at values ofxp as large as 0.46. This general behavior, involving
variations of both wavelength and refractive indices to justify the
use of RDG–PFA theory, agrees with the detailed computational
evaluations of Farias et al.@28# concerning the range of validity of
RDG–PFA theory.
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Depolarization Ratios. A limitation of RDG–PFA theory is
that it provides no estimates of depolarization ratios that are
needed to accurately computeQ̄hh

a (u) from Eq. ~10!. Thus, mea-
surements ofrv were completed so that computations to findrv in
the near infrared could be undertaken. This work involved exploit-
ing the available data base of scattering patterns in the literature,
using Eq.~11! to find rv . Available measurements ofrv are plot-
ted as a function ofxp in Fig. 2. Measurements illustrated in the
plot include results from Krishnan et al.@6#, Wu et al.@7#, Köylü
and Faeth@21,25#, and the present investigation. Experimental
uncertainties~95 percent confidence! of these determinations are
somewhat larger than those ofQ̄vv

a (u)/Q̄vv
a ~90 deg!due to the

small magnitude ofrv but are still estimated to be smaller than 20
percent. Results for soot in the overfire region of buoyant turbu-
lent diffusion flames in the long residence time regime, due to
Krishnan et al.@6#, Wu et al. @7#, Ko¨ylü and Faeth@21#, and the
present investigation, are in reasonable agreement with each other,
yielding the following correlation forrv :

rv50.14xp , (16)

which also is shown on the plot. The standard error of the power
of xp in Eq. ~16! is 0.1, the standard error of the coefficient is
0.03, and the correlation coefficient of the fit is 0.83, which is
reasonably good. This is not surprising because relationships be-
tween the size of scattering objects and depolarization ratio have
been recognized for some time@26,27#, including recent observa-
tions of diStasio@29# of a relationship between primary soot par-
ticle diameter and depolarization ratio analogous to the present
findings. In contrast, the measurements for underfire soot in lami-

nar diffusion flames due to Ko¨ylü and Faeth@25# are consistently
smaller~by roughly 35 percent!than results for the overfire soot,
although the variation ofrv with xp is similar. This behavior
suggests that the coefficient of Eq.~16! may be a function of
aggregate size because the underfire soot involvedN̄ in the range
30–80 whereas the overfire soot involvedN̄ in the range 260–552
~see Table 1 for the latter!. Finally, the values ofrv for soot
aggregates illustrated in Fig. 2 are roughly an order of magnitude
larger than typical values ofrv for Rayleigh scattering from gases,
see Rudder and Bach@26#. This behavior is consistent with the
much smaller values ofxp for gases than for soot.

Total ScatteringÕAbsorption Ratios. Predictions of RDG–
PFA theory were further evaluated using present measurements of
total scattering/absorption ratios,rsa , in the visible. Values ofrsa
were found by integrating measured differential scattering cross
sections to findQ̄s

a and then applying Eq.~3! and the measured
value of Q̄e

a to find Q̄a
a and Eq.~4! to find rsa . Experimental

uncertainties ofrsa ~95 percent confidence! are estimated to be
smaller than 20 percent, with uncertainties tending to be largest at
632.8 nm for n-heptane and at 351.2 nm for the rest of the fuels
becausersa reaches minimum values at these conditions. Predic-
tions ofrsa were obtained from measured soot structure properties
using Eq.~5!. Values of the soot refractive index function ratio,
F(m)/E(m), needed to make these determinations in the visible
were obtained from the measurements of Krishnan et al.@6# for
the same soot populations.

Measured and predicted values ofrsa are illustrated for wave-
lengths of 351.1–632.8 nm in Fig. 3. These results are for overfire
soot in large buoyant turbulent diffusion flames burning
n-heptane, benzene, toluene, ethylene, propylene, and acetylene in
still air. Measured values ofrsa are relatively large, in the range
0.1–0.9, tending to increase with increasing propensity to soot as

Fig. 1 Measured and predicted scattering patterns for soot in
ethyleneÕair flames at wavelengths in the visible „351.2–632.8
nm…

Fig. 2 Measurements of depolarization ratios for various fuels
as a function of primary particle size parameter in the visible
„351.2–632.8 nm …. Measurements of Wu et al. †7‡, Köylü and
Faeth †21,25‡, and the present investigation.
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indicated by increasing primary particle diameters. These results
suggest significant effects of scattering for the conditions of the
present measurements, which is expected in view of the relatively
large aggregates found in the overfire region of large buoyant
diffusion flames. Finally, RDG–PFA theory is in reasonably good
agreement with the measurements.

An interesting feature of the results illustrated in Fig. 3 is that
rsa increases with increasing wavelength for all the fuels except
n-heptane. This behavior is related to aggregate size, noting that
n-heptane has the smallest aggregates of all the fuels considered in
Fig. 3, e.g., the overfire soot produced by this fuel has the smallest
value ofN̄ all the fuels by a wide margin and nearly the smallest
value ofdp , see Table 1. These properties imply that the optical
properties of n-heptane soot tend to approach Rayleigh scattering
to a closer extent than the other fuels, wherersa can be formu-
lated, as follows@21#:

rsa5~2p3/3!~F~m!/E~m!!~dp /l!3, Rayleigh scattering.
(17)

The general expression forrsa for RDG–PFA scattering, Eq.
~5!, is more complex than Eq.~17!, however, it can be simplified
considerably at the limit of large aggregates and wavelengths
where scattering is dominated by the large angle regime. Such
conditions are representative of the large aggregates considered in
Fig. 3, as a limit. At the large aggregate limit,rsa is independent
of the specific distribution ofN ~the scattering properties of the
aggregates saturate! and the theory yields the following
asymptotic expression@21#:

rsa5D~F~m!/E~m!!

3~dp /l!~3-D f !, saturated RDG–PFA scattering,

(18)

where D is a fractal factor that is independent of wavelength,
defined as follows:

D5
p3kf

3~4p!D f F 4

~22D f !
2

24

~62D f !~42D f !
G . (19)

Adopting fractal properties typical of soot,D f51.8 andkf58.5
yields D516.06 and the expression forrsa for large soot aggre-
gates from Eq.~18! becomes:

rsa5D~F~m!/E~m!!

3~dp /l!1,2, saturated RDG–PFA scattering. (20)

Based on Eqs.~17! and~20!, it is evident that small soot aggre-
gates, such as n-heptane soot, exhibit a relatively rapid reduction
of rsa with increasing wavelength compared to large soot aggre-
gates, given similar variations ofF(m)/E(m) with wavelength.
Thus, it is plausible that increases ofF(m)/E(m) with increasing
wavelength that are sufficient to causersa to increase with in-
creasing wavelength for large aggregates are still not sufficient to
cause corresponding increases ofrsa for small aggregates that
approach the Rayleigh scattering limit.

Dimensionless Extinction Coefficients. The experimental
uncertainties~95 percent confidence! of measurements of dimen-
sionless extinction coefficients are estimated to be less than 14
percent for a best case with laser sources, where uncertainties
were dominated by uncertainties of soot volume fraction distribu-
tions, to a maximum of 26 percent at long wavelengths for other
sources where optical signal-noise ratios become a factor, e.g.,
ethylene-fueled flames at 2017 nm. Similar to Krishnan et al.@6#,
effects of fuel type on dimensionless extinction coefficients were
comparable to experimental uncertainties. As a result, present
measurements were limited to the gas-fueled flames, in order to
check this behavior, with the following measurements presented
as averages over all the gas-fueled flames, for conciseness. The
resulting values ofKe are plotted as a function of wavelength in
Fig. 4. Other measurements for overfire soot in the long residence
time regime for various fuels, due to Krishnan et al.@6#, Dobbins

Fig. 3 Measured and predicted total scattering Õabsorption
cross section ratios for various fuels as a function of wave-
length in the visible „351.2–632.8 nm …

Fig. 4 Measured dimensionless extinction coefficients of soot
for various fuels at wavelengths of 250–5200 nm. Measure-
ments of Krishnan et al. †6‡, Dobbins et al. †9‡, Choi et al. †10‡,
Mulholland and Choi †11‡, Zhou et al. †12‡ and the present in-
vestigation.
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et al. @9#, Choi et al.@10#, Mulholland and Choi@11#, and Zhou
et al. @12# are plotted on the figure for comparison with the
present measurements. This relative independence ofKe on soot
type, however, should not be assumed for all flame conditions.
For example, Dobbins et al.@9# and Colbeck et al.@30# review
measurements of specific extinction coefficients which readily
yield values ofKe that exhibit significant differences among soot
in large diffusion flames, in premixed flames, and in smoldering
flames.

Values ofKe illustrated in Fig. 4 increase rapidly with increas-
ing wavelength in the near ultraviolet, at wavelengths smaller than
400 nm, which agrees with the observations of Vaglieco et al.
@18# for amorphous carbon and soot in the near ultraviolet. In
contrast, graphite approaches a resonance condition which causes
extinction levels to increase in the near ultraviolet@4#. For wave-
lengths in the range 400–5200 nm, however, values ofKe are
relatively constant, yielding an average value over all fuels and
wavelengths for the measurements of Krishnan et al.@6# and the
present investigation of 8.7 with a standard deviation of 1.5 which
is plotted in the figure. This mean value is slightly larger than the
value of 8.4 with a similar standard deviation for wavelengths of
400–800 nm found by Krishnan et al.@6#. The present slightly
larger value ofKe reflects the relatively slow increase ofKe with
increasing wavelength over the wavelength range 400–5200 nm
seen in Fig. 4.

It is of interest to examine the relative variation ofKe with
wavelength for the conditions illustrated in Fig. 4, resulting from
the predictions of RDG–PFA theory. These considerations can be
based on Eq.~15! with the wavelength variation ofrsa estimated
from Eq.~20! for large soot aggregates because values ofKe were
only obtained for the gaseous fuels~and not for n-heptane! over
the full wavelength range illustrated in Fig. 4. Based on these
considerations,Ke /E(m) varies proportional tol° to l21.2 asrsa
varies from small to large values compared to unity. Thus, the
behavior ofKe seen in Fig. 4 requires a relatively rapid increase
of E(m) with increasing wavelength in the near ultraviolet at
wavelengths smaller than 400 nm, followed by a more gradual
increase with increasing wavelength for wavelengths in the range
400–5200 nm, with the rate of increase tending to be larger for
soot having relatively large values ofrsa in this wavelength range,
such as the overfire soot considered during the present investiga-
tion. This observation will be helpful for interpreting values of
E(m) andF(m) to be considered next.

Refractive Index Functions. Values of F(m)/E(m) and
E(m) are needed to find spectral radiation properties and to carry
out nonintrusive measurements of soot volume fractions, see Eqs.
~5!, ~7!, ~8!, ~9!, and~15!. Values ofF(m)/E(m) for wavelengths
of 350–9000 nm are illustrated in Fig. 5. Results shown include
the ex situ reflectometry measurements of Dalzell and Sarofim
@13#, Stagg and Charalampoulos@14#, and Felske et al.@31#, and
the in situ absorption and scattering measurements in the visible
of Krishnan et al.@6# and Wu et al.@7#. The measurements of
Dalzell and Sarofim@13# are averages of their results for acetylene
and propane-fueled flames. The measurements of Wu et al.@7#
have been adjusted to correct an error in their gravimetric deter-
minations of soot volume fractions by matching their dimension-
less extinction coefficients to the present measurements at 514.5
nm as discussed by Krishnan et al.@6#. Other measurements due
to Chang and Charalampopoulos@17#, Vaglieco et al.@18#, Batten
@32#, and Lee and Tien@33# have not been included on the plot
due to concerns about methods used to interpret measurements as
discussed by Krishnan et al.@6#. Finally, two empirical correla-
tions of the measurements are illustrated on the plot: one for the
measurements of Krishnan et al.@6# for wavelengths of 350–650
nm and one for all the measurements for wavelengths 350–6000
nm.

The measurements ofF(m)/E(m) illustrated in Fig. 5 involve
various fuels, sources and methods and are in remarkably good
agreement. Exceptions involve the earlyex situ reflectometry

measurements of Dalzell and Sarofim@13#; they provide low es-
timates in the visible which may be due to the fact that corrections
were not made for effects of surface voids on scattering properties
which are important in the visible@31#; and they provide high
estimates in the far infrared at wavelengths larger than 6000 nm
where small scattering levels and corresponding poor signal-to-
noise ratios may be a factor. The relatively good agreement
among the measurements at other conditions is no doubt promoted
by the fact thatF(m)/E(m) involves ratios of scattering to ab-
sorption cross sections which tends to normalize the measure-
ments and reduce errors compared to measurements of absorption
and scattering alone and the fact that corrections of theex situ
results for effects of surface roughness should be relatively small
in the infrared@31#. Nevertheless, in view of past criticism of the
ex situmeasurements of Dalzell and Sarofim@13# and Felske et al.
@31# their measured velocity values ofF(m)/E(m) in the infrared
clearly merit reconsideration.

The absorption and scattering measurements of Krishnan et al.
@6# and the corrected absorption and scattering measurements of
Wu et al. @7#, both in the visible, provide complete information
needed to findrsa andE(m) in the visible using Eqs.~7! and~8!.
In addition,rsa becomes small at the largest wavelengths consid-
ered during the present investigation so that present measured
values ofQ̄e

a'Q̄a
a andE(m) can be found directly from Eq.~7!.

At intermediate wavelengths, however, RDG–PFA theory was
used to estimate values ofrsa so thatQ̄a

a could be found from the
extinction measurements and thenE(m) from Eq. ~7!. These es-
timates ofrsa were obtained using the correlation ofF(m)/E(m)
illustrated in Fig. 5, the known structure properties of the present
soot and the RDG–PFA results of Eq.~5!. Another set ofin situ
measurements ofE(m) was obtained from the earlier extinction
measurements of Ko¨ylü and Faeth@22#: this was done by match-
ing values ofE(m) from Krishnan et al.@6# with these results at
514.5 nm and then using present measurements and estimates of
rsa in the visible and infrared to findE(m) from Eq. ~7!. Finally,
the ex situ reflectometry measurements of Dalzell and Sarofim
@13#, Stagg and Charalampopoulos@14#, and Felske et al.@31#
directly provide values ofE(m).

The various determinations ofE(m) for wavelengths of 350–
9000 nm are illustrated in Fig. 6. The variousin situ measure-

Fig. 5 Measurements of the refractive index function ratios,
F„m …ÕE„m …, for various fuels as a function of wavelength for
wavelengths of 250–9000 nm. Ex situ measurements of Dalzell
and Sarofim †13‡, Stagg and Charalampopoulos †14‡; in situ
measurements of Krishnan et al. †6‡, and Wu et al. †7‡.
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ments ofE(m) agree within experimental uncertainties over the
entire wavelength range of the measurements which is encourag-
ing. The in situ andex situmeasurements ofE(m) in the visible
agree within experimental uncertainties, with the somewhat
smaller values ofE(m) for theex situmeasurements attributed to
uncorrected effects of surface voidage, at least for the measure-
ments of Dalzell and Sarofim@13#. More disconcerting, however,
are the unusually small values ofE(m) found from theex situ
reflectometry measurements of Dalzell and Sarofim@13# and Fel-
ske et al.@13# in the infrared at wavelengths of 2000–9000 nm. In
particular, it is difficult to see how trends of constant or progres-
sively decreasing values ofE(m) with increasing wavelength
could yield the slightly increasing values ofKe with increasing
wavelength in the infrared seen in Fig. 4 for RDG scattering ob-
jects. In contrast, present values ofE(m) expressly yield the
trends ofKe illustrated in Fig. 4 due to the method used to find
E(m). Nevertheless, resolving the differences between thein situ
andex situdeterminations ofE(m) seen in Fig. 6 merits priority
because these differences clearly can have a large impact on the
radiative properties of soot-containing flames which are domi-
nated by continuum radiation from soot in the infrared.

Soot Scattering Predictions. Given the RDG–PFA scatter-
ing and refractive index properties of the present overfire soot
aggregates, it is of interest to estimate the potential importance of
scattering from such soot in flame environments. This was done
by findingrsa for the six fuels where required structure properties
were known. Values ofrsa were computed using Eq.~5! and the
correlation of F(m)/E(m) illustrated in Fig. 5 along with the
appropriate structure properties. The results of these computations
are illustrated in Fig. 7.

Referring to Fig. 5, the general correlation forF(m)/E(m) is
not as steep in the visible as specific correlations for the present
measurements; therefore, values ofrsa in Fig. 7 begin to decrease
with increasing wavelength somewhat sooner than corresponding
results for present test conditions illustrated in Fig. 3. The results
shown in Fig. 7 indicate maximum values ofrsa for wavelengths
of 450–600 nm, with n-heptane soot reaching a maximum before
the rest as discussed earlier. The progressive increase of
F(m)/E(m) with increasing wavelength seen in Fig. 5, however,

tends to maintain relatively large values ofrsa well into the in-
frared, particularly for the very large soot aggregates resulting
from the combustion of benzene, toluene and acetylene, where
scattering is still roughly 20 percent of absorption at wavelengths
approaching 2000 nm. This behavior suggests that scattering
should be considered for accurate estimates of continuum radia-
tion from soot in flame environments, at least for large soot ag-
gregates similar to those considered during the present investiga-
tion and representative of natural fires.

Conclusions
The extinction and scattering properties of soot were studied

using in situ methods at wavelengths of 250–5200 nm. Test con-
ditions were limited to soot in the fuel-lean~overfire! region of
buoyant turbulent diffusion flames in the long residence time re-
gime where soot properties are independent of position in the
overfire region and characteristic flame residence times. Flames
burning in still air and fueled with eight liquid and gaseous hy-
drocarbon fuels were considered to provide atomicH/C ratios in
the range 1.00–2.28. RDG–PFA theory was used to interpret the
measurements based on successful evaluation of this theory over
the test range~values ofxp up to 0.46!. The major conclusions of
the study are as follows:

1 Present dimensionless extinction coefficients were relatively
independent of fuel type, they increased rapidly with increasing
wavelength in the near ultraviolet but became relatively indepen-
dent of wavelength over the range 400–5200 nm. Present mea-
surements were in good agreement with earlier measurements for
similar soot populations due to Dobbins et al.@9#, Choi et al.@10#,
Mulholland and Choi@11#, and Zhou et al.@12#.

2 Presentin situ measurements of the ratios of the scattering/
absorption refractive index function,F(m)/E(m), were indepen-
dent of fuel type and were in good agreement with earlierex situ
measurements in the literature. Presentin situ measurements of
the refractive index function for absorption,E(m), were also in-
dependent of fuel type and were in good agreement with earlierin
situ measurements but were somewhat larger than earlierex situ
reflectometry measurements in the infrared.

3 Measured depolarization ratios yielded a somewhat scattered
but simple correlation in terms of the primary particle size param-
eter alone as suggested in recent work of diStasio@29#. Given a
correlation along these lines, the methodology needed to compute

Fig. 6 Measurements of the refractive index function for ab-
sorption, E„m …, as a function of wavelength for wavelengths of
250–9000 nm. Ex situ results of Dalzell and Sarofim †13‡,
Stagg and Charalampopoulos †14‡, and Felske et al. †31‡;
in situ results of Krishnan et al. †6‡, Wu et al. †7‡, and Kö ylü
and Faeth †21‡, and the present investigation.

Fig. 7 Estimates of total scattering Õabsorption cross section
ratios for various fuels as a function of wavelength for wave-
lengths in the visible and infrared „350–5200 nm…
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scattering properties according to RDG–PFA theory would be
completed and a simple nonintrusive diagnostic to measure par-
ticle diameter would be feasible. Effects of aggregate size on this
correlation were observed, however, and merit further study in the
future before these methods can be reliably used.

4 Ratios of total scattering/absorption cross sections,rsa , were
relatively large in the visible~reaching maximum values as large
as 0.9!, whereas values ofrsa remain as large as 0.2 at wave-
lengths approaching 2000 nm suggesting potential for greater ef-
fects of scattering from soot particles on the properties of flame
radiation than previously thought.

Extending these conclusions to other types of soot should be
approached with caution. In particular, the present soot has been
exposed to oxidation in flame environments and involves rela-
tively large soot aggregates due to large characteristic flame resi-
dence times; thus, such soot may not be representative of unoxi-
dized and weakly aggregated soot typical of fuel-rich soot growth
regions.

Acknowledgments
This research was supported by the Building and Fire Research

Laboratory of the National Institute of Standards and Technology,
Grant Nos. 60NANB4D-1696 and 60NANB8D0084, with H. R.
Baum serving as Scientific Officer and by NASA Grants NAG3-
1878 and NAG3-2048 under the technical management of D. L.
Urban and Z.-G. Yuan of the NASA Glenn Research Center. The
authors also would like to acknowledge useful discussions with D.
Snelling of the National Research Council of Canada.

Nomenclature

C 5 optical cross section
dp 5 primary particle diameter
D 5 fractal factor, Eq.~19!

D f 5 mass fractal dimension
E(m) 5 refractive index function for

absorption5Im((m221)/(m212))
f v 5 soot volume fraction

F(m) 5 refractive index function for scattering5u(m2

21)/(m212)u2

g(kRg ,D f) 5 aggregate total scattering factor
i 5 (21)1/2

I 5 light intensity
k 5 wave number52p/l

kf 5 fractal prefactor
Ke 5 dimensionless extinction coefficient
L 5 light path length
m 5 soot refractive index5n1 ik
n 5 real part of soot refractive index

np 5 mean number of primary particles per unit vol-
ume

N 5 number of primary particles per aggregate
Ng 5 geometric mean of the number of particles per

aggregate
q 5 modulus of scattering vector52k sin(u/2)
Q 5 volumetric optical cross section

Rg 5 radius of gyration of an aggregate
xp 5 primary particle size parameter5pdp /l
u 5 angle of scattering from forward direction
k 5 imaginary part of soot refractive index
l 5 wavelength of radiation

rsa 5 ratio of total scattering to absorption cross sec-
tions

rv 5 depolarization ratio
sD 5 standard deviation ofD f
sg 5 standard deviation of number of particles per

aggregate from geometric mean

Subscripts

a 5 absorption
av 5 average value
e 5 extinction
h 5 horizontal polarization
ij 5 incident ~i! and scattered~j! polarization directions
s 5 total scattering
v 5 vertical polarization
o 5 initial value

Superscripts

a 5 aggregate property
p 5 primary particle property

( )̄ 5 mean value over a polydisperse aggregate population
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@25# Köylü, Ü. Ö., and Faeth, G. M., 1994, ‘‘Optical Properties of Soot in Buoyant
Laminar Diffusion Flames,’’ ASME J. Heat Transfer,116, pp. 971–979.

@26# Rudder, R. R., and Bach, D. R., 1968, ‘‘Rayleigh Scattering of Ruby-Laser
Light by Neutral Gases,’’ J. Opt. Soc. Am.,58, pp. 1260–1266.

@27# Bohren, C. F., and Huffman, D. R., 1983,Absorption and Scattering of Light
by Small Particles, Wiley, New York, pp. 477–482.
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Phonon Heat Conduction in Thin
Films: Impacts of Thermal
Boundary Resistance and Internal
Heat Generation
The measured thermal resistance across a thin film deposited on a substrate often in-
cludes the internal thermal resistance within the film and the thermal boundary resistance
(TBR) across the film-substrate interface. These two resistances are frequently lumped
and reported as an equivalent thermal conductivity of the film. Two fundamental ques-
tions should be answered regarding the use of this equivalent thermal conductivity. One
is whether it leads to the correct temperature distribution inside the film. The other one is
whether it is applicable for thin films with internal heat generation. This paper presents a
study based on the Boltzmann transport equation (BTE) to treat phonon heat conduction
inside the film and across the film-substrate interface simultaneously, for the cases with
and without internal heat generation inside the film. Material systems studied include
SiO2 and diamond films on Si substrates, representative of thin-film materials with low
and high thermal conductivity. It is found that for a SiO2 film on a Si substrate, the film
thermal conductivity and TBR can be treated independently, while for a diamond film on
a Si substrate, the two are related to each other by the interface scattering. When the free
surface behaves as a black phonon emitter, the TBR for thin diamond films with internal
heat generation is the same as that without the internal heat generation. When the free
surface is adiabatic, however, the TBR increases and approaches the value of the corre-
sponding black surface as the film thickness increases. Results of this study suggest that
great care must be taken when extending the effective thermal conductivity measured for
thin films under one experimental condition to other application situations.
@DOI: 10.1115/1.1351169#

1 Introduction
Heat conduction in dielectric or semiconductor thin films has

attracted great attention in the past@1#. It is now well accepted
that when the film thickness becomes comparable to, or smaller
than, the phonon mean free path~MFP!, size effect becomes sig-
nificant. In experiments and device applications, a thin film often
comes with a substrate. The measured thermal resistance of the
thin film in the cross-plane direction usually consists of two parts:
one is the thermal resistance within the thin film, the other is the
thermal boundary resistance~TBR! across the interface@2,3#. Heat
conduction and the thermal conductivity of thin films in both the
in-plane and the cross-plane directions are often modeled based
on the Boltzmann transport equation@4,5#. The modeling in the
in-plane direction is relatively straightforward since local thermal
equilibrium can be established on a length scale much smaller
than the in-plane film length. However, the phonon transport in
the cross-plane direction could deviate far from equilibrium as
manifested in the temperature jump at interfaces@4#. This tem-
perature jump is of the same origin as the TBR, which has been a
subject of intense study in the past@3,6#.

Many measurements were performed in the past for the cross-
plane thermal conductivity of thin films on substrate systems. Ex-
amples include SiO2 and SiNx on Si @7,8# and diamond on Si@9#.
Usually, the TBR and the thin-film thermal conductivity are
lumped together as the equivalent thermal conductivity, while
there are also efforts to separate the TBR from the thermal con-
ductivity of the film @7#. The observed thickness dependence of
the equivalent thin-film thermal conductivity was explained as a

result of the change of the relative contribution of the internal
thermal conductivity of the film and the TBR at the interface@7#.
The former depends on the film thickness while the latter is gen-
erally considered thickness independent. At macroscale, these two
quantities are not correlated. At microscale, however, when the
phonon mean free path becomes comparable to the film thickness,
both the TBR and the film thermal conductivity depend on how
phonons are scattered at the substrate/film interface as well as at
the other surface/interface of the film. In this case, both the effec-
tive thermal conductivity inside the film and the thermal boundary
resistance depend on the interface conditions, and they should be
treated on a unified basis, i.e., with the BTE, as demonstrated by
Chen @10# for superlattices. For a thin-film-on-substrate system,
Jen and Chieng@11# recently reported a study considering this
problem. Their treatment assumed that the interface thermalizes
the incoming phonons. This assumption may be valid for inter-
faces with highly disordered interfacial layers. The non-
equilibrium states of phonons at interfaces, however, should be
considered for other practical applications.

In the measurement of the thermal conductivity of a thin film, a
heat flux is typically applied at the boundaries, i.e., surfaces or
ends of thin films. In practice, heat could also be generated inside
film devices. For example, there have been considerable efforts to
dope diamond for making high temperature devices@12#. In ther-
moelectric thin film devices, internal heat generation is an impor-
tant factor determining the device performance@13#. A fundamen-
tal issue is whether the thermal resistance measured under the
surface-flux boundary condition is still applicable for the case
with internal heat generation.

The objectives of this study are two-fold. One is to investigate
the effects of the interface phonon scattering on the effective
cross-plane thermal conductivity of thin films. The relation be-
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tween the thermal resistance inside the film and the TBR to the
interface scattering processes will be examined based on solving
the BTE on a unified basis. The other objective is to examine the
applicability of the TBR and the equivalent thermal conductivity,
obtained from experiments with surface heat flux conditions, to
the case with internal heat generation. Two systems, diamond
films on silicon and silicon dioxide films on silicon, representative
of the high and low thermal conductivity spectra of solid materi-
als, are investigated. Several interface scattering mechanisms are
assumed to account for the interface properties. The TBR is com-
puted for the cases with and without internal heat sources, and the
temperature distributions are compared using different definitions
of the effective thermal conductivities of the film. It was found
that the TBR dominates the thermal resistance for diamond on
silicon. In this case, the thermal boundary resistance is no longer
an intrinsic property of the two materials joined together. Instead,
it depends on the film thickness, the surface/interface conditions,
and the heating conditions.

2 Physical Models and Analyses
This study focuses on phonon transport through a thin film and

its substrate as shown in Figs. 1~a! and ~b!. To include the effect
of the substrate on the heat conduction inside the film and the
TBR, while excluding the complication of the heat conduction
process in the bulk substrate, it is assumed that phonons are emit-
ted at a uniform temperature from the substrate and travel towards
the interface. These phonons can be thought of as coming from
within one MFP of the substrate side. The rest of the substrate
could be treated based on the Fourier heat conduction theory.
Though a thin film is studied, it is approximated here that the
phonon spectrum of the film is the same as that of its bulk mate-
rial. Thus the phonon wave effect can be excluded. It is also
approximated that the internal scattering rate in the film can be
represented by an average MFP. The validity of those two ap-
proximations has been discussed in detail by Chen@10,14#.

Under the above conditions, the phonon transport across the
film and the interface can be approximated by the BTE, which is,
under the intensity representation@4#

m
dI

dz
5

I 02I

L
, (1)

where I is the total phonon intensity,I 0 the equilibrium phonon
intensity approximated as

I 05
1

4p
Cv~T2Tref!1I ref

0 (2)

and L is the average MFP in the corresponding bulk material,
m(5cosu) is the directional cosine,C is the volumetric specific
heat, andv is the magnitude of the phonon group velocity. It
should be emphasized that the temperature in Eq.~2! may repre-

sent a highly non-equilibrium situation and it is best regarded as a
quantity representing local total phonon energy@10#.

The solution of the above equation was well-documented@15#

I 1~j,m!5I 1~0,m!expS 2
j

m D1
1

m E
0

j

I 0 expS j12j

m Ddj1

~ for 0,m,1! (3)

I 2~j,m!5I 2~jh ,m!expS 2j1jh

m D2
1

m E
j

jh

I 0 expS j12j

m Ddj1

~ for21,m,0!, (4)

where ‘‘1’’ and ‘‘2’’ represent the forward and backward propa-
gating phonons in correspondence with the directional cosine,j
(5z/L) is the dimensionless coordinate, andjh(5h/L) is the
dimensionless film thickness. The local heat flux can be obtained
by integration over the solid angle as

q~j!5E
V54p

I cosudV52pE
0

1

@ I 1~j,m!2I 2~j,2m!#•mdm,

(5)

wheredV(52p sinudu), is the differential solid angle. The local
temperature distribution can be obtained by using the condition of
energy conservation

dq

dz
5S, (6)

whereS is the heat generation per unit volume. The detailed heat
generation mechanisms are neglected in this work, and a uniform
volumetric heat generation rate is assumed. Equations~5! and~6!
lead to

2I 0~j!5E
0

1

I 1~0,m!expS 2
j

m Ddm

1E
0

1

I 2~jh ,2m!expS jh2j

2m Ddm

1E
0

jh

I 0E1~ uj2j1u!dj11SL/2p. (7)

Boundary and Interface Conditions. To solve for the tem-
perature distribution in the film and the TBR from Eqs.~3!, ~4!
and ~7!, boundary conditions at the surface of the film and the
film-substrate interface need to be defined. The interface condition
will be discussed and two different surface conditions will then be
introduced.

Film/Substrate Interface. Phonon reflection at interfaces is the
fundamental reason for the existence of the TBR. There exist two
prevailing models for the phonon reflection and transmission at
interfaces: the acoustic mismatch model and the diffuse scattering
model. The acoustic mismatch theory is applicable for elastic scat-
tering at specular interfaces@6#, i.e., when the scattered phonons
are of the same frequency as the incident phonons. However, if
the roughness of the interface is comparable to the wavelength of
the phonon, the diffuse scattering at the interface will be signifi-
cant @16#. A diffuse scattering model has been developed for this
case@3#. In real situations, the interface may be neither perfectly
specular nor perfectly diffuse. In the latest study, Chen@10# com-
bined the specular and diffuse interface scattering models and
demonstrated that the specularity of the interface is important in
determining the TBR as well as size effect in superlattice struc-
tures. For a partially diffuse and partially specular interface, the
phonon intensity leaving the interface can be written as

Fig. 1 Schematic diagram of the film Õsubstrate system, „a… a
typical experimental configuration, and „b… physical model in
this study. The upper surface is a black phonon emitter or an
adiabatic surface.
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I 1~0,m!5P@Rs12I
2~0,2m!1ts21I

0~Te!#1~12P!

3F2Rd12E
0

1

I 2~0,2m!mdm1Td21I
0~Te!G , (8)

whereP is the interface specularity parameter that represents the
fraction of specularly reflected/transmitted phonons, and

ts215Ts21~m2!m2dm2 /~m1dm1! (9)

accounts for the solid angle change upon phonon refraction.
Rs12(m1) andTs21(m2) are the specular reflectivity and transmis-
sivity, respectively, for phonons incident from layer 1 at an angle
of m1 and from layer 2 atm2 , andRd12 andTd21 are the diffuse
reflectivity and transmissivity, respectively. Those four param-
eters will be discussed in the next subsection. The first two terms
in the right hand side of Eq.~8! represent contributions from the
specular part, while the last two terms represent contributions
from the diffuse part. It is worthwhile to point out that, while the
incoming phonon from the substrate isI 0(Te), the equilibrium
temperature in the substrate side of the interface is not atTe . The
latter is determined by the phonon intensity transmitted from the
film and the intensity of the emitted phonons.

Surface Condition. Two simplified surface conditions are in-
vestigated. One is the constant-temperature black surface. In this
case, the free surface is assumed to emit phonons with intensity
I (T2). The boundary condition is thus defined as

I 2~jh ,2m!5I ~T2!. (10)

The other situation is an adiabatic, diffuse surface with the corre-
sponding boundary condition as

I 2~jh ,2m!52E
0

1

I 1~jh ,m!mdm. (11)

Clearly, to represent the true experimental configuration with a
metal film heater, the top surface should be treated as an interface
between the metal film and the dielectric film. Equation~10! is a
quite stringent simplification, but it allows for focusing on the
physics of one interface. It is anticipated that similar phenomena
observed for the film-substrate interface can happen for the metal
heater-film interface.

Interface Properties. The phonon reflectivity and transmis-
sivity have been a subject of intense study for many years related
to the TBR phenomena@3,6#, particularly at low temperatures.
Approximations proposed by Chen@10# for different interface
phonon transport processes at room temperature and higher are
used in this study.

Diffuse Scattering Model. The diffuse scattering model is
based on the assumption that the scattered phonons completely
lose its origin. In this limit, the reflectivity phonons can also be
thought as transmitted from the other side, thus@3#,

Td125Rd21512Td21. (12)

Expressions for the transmissivity and reflectivity in the low tem-
perature limit were given by Swartz and Pohl@3#. Based on this
assumption, Chen extended it to room temperature and higher as
@10#

Td215
C1v1

C1v11C2v2
. (13)

By adopting these two equations, one assumes that phonons of all
frequencies can transmit through the interface. Since the phonons
at the two sides generally have different spectra, these expressions
imply that inelastic scattering occurs at the interface, i.e., phonons
can change their frequency through splitting or combining into
several phonons, as in the case of three phonon scattering in bulk
materials.

Elastic Acoustic Mismatch.The acoustic mismatch model
represents the limit that phonons are specularly scattered. When
the reflected and transmitted phonons are at the same frequency as
the incident phonons, i.e., in the case of elastic scattering, simpli-
fied formulas for the interface reflectivity and transmissivity from
the acoustic mismatch model are used

Rs21~m2!5UZ1m12Z2m2

Z1m11Z2m2
U (14)

Ts21~m2!5
4Z1Z2m1m2

~Z1m11Z2m2!2 , (15)

where,Zi(5r iv i) is the acoustic impedance and

Ts12~m1!5
C2v2

3

C1v1
3 Ts21~m2!. (16)

Equations~13!–~16! are valid when the incident angle is less than
the critical angle. Above the critical angle, total internal reflection
occurs, thus

Rs21~m2!51 and Ts21~m2!50. (17)

By adopting the above equations, it is assumed that the maximum
acoustic-phonon frequency or phonon group velocity in medium
2~substrate!is lower than that in medium 1~thin film!, which is
valid for the two example systems in this study. Phonons in me-
dium 1 with frequencies above the maximum frequency in me-
dium 2 are confined in medium 1 if only elastic scattering occurs
at the interface. Thus, Eqs.~14! and~15! are valid for the specular
reflectivity and transmissivity in medium 2.

Inelastic Acoustic Mismatch.If phonons in medium 1 are not
confined but escape into medium 2 through inelastic scattering,
the above elastic acoustic mismatch model can no longer be ap-
plied. The diffuse mismatch model as given by Eqs.~12! and~13!
includes the inelastic scattering but assumes total loss of direc-
tionality during scattering. To take into consideration the possibil-
ity that the directionality can be maintained during inelastic scat-
tering, Chen@10# proposed the following modification to Snell’s
law

sinu1

sinu2
5S C2v2

3

C1v1
3D 1/2

. (18)

With this modification, the reflectivity and transmissivity from
medium 2 into medium 1 can still be calculated from Eqs.~14!
and ~15!, andTs125Ts21 in the whole frequency range. This is
referred to as the inelastic acoustic mismatch model

Thermal Boundary Resistance, Internal and External
Thermal Conductivity

By definition, the TBR is the ratio of the temperature difference
between the two sides of the interface to the heat flux across the
interface

R5
T0~j50!2T*

q
, (19)

where the heat flux,q, can be derived and calculated from Eq.~5!.
T* is the equilibrium phonon temperature of the substrate at the
interface, which can be calculated from Eq.~A3! in Appendix A.
The internal thermal conductivity of the thin film is defined as

K int5
qh

T0~jh!2T0~j50!
. (20)

The external thermal conductivity is the equivalent thermal con-
ductivity of the internal thermal conductivity and the TBR
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Kext5
qh

T0~jh!2T*
5

1

1

K int
1

R

h

. (21)

Temperature Distribution With Internal Heat Source. To
quantify the difference between the temperature distributions pre-
dicted by using the BTE and the Fourier law, calculations for a
diamond film on a Si substrate with an internal heat source in the
diamond film are performed using both methods. The diamond
surface is considered as a free surface and two cases are investi-
gated. One is an adiabatic free surface as specified by Eq.~11!, the
other a black surface as defined by Eq.~10!. The BTE for the case
with an internal heat source is Eq.~7!. The final equations used to
calculate the intensity distribution for an adiabatic surface are pro-
vided in Appendix B. Note that the equilibrium intensityI 0(j) is
now directly related to the intensity at the free surfaceI 1(jh ,m).
The temperature distribution with an adiabatic condition using
Fourier’s law is derived as

T2T*

SL2/Kext
5S jjh2

1

2
j2D . (22)

The equation for the temperature distribution with a black bound-
ary condition using Fourier’s law can be written as

T2T*

T22T*
5

j

jh
2

1

2

SL2

Kext•~T22T~j50!!
~j22jjh!. (23)

Numerical Method
The intensity Eqs.~3! and ~4!, the energy balance Eq.~7!, and

the boundary-conditions, Eqs.~8! and~9!, should be solved simul-
taneously. This can only be achieved numerically. There are five
unknowns: I 1(jh ,m), I 2(jh ,2m), I 1(0,m), I 2(0,2m), and
I 0(j). Those five equations can be reduced to two equations after
substitution and rearrangement. The two unknowns areI 1(jh ,m)
and I 0(j). Detailed equations are given in Appendix A. These
two integral equations are discretized using the Gauss-Legendre
quadrature. Equation~A1! is solved first to obtainI 0(j). Then
I 0(j) is substituted into Eq.~A2! to obtain I 1(jh ,m). Attention
was paid to the discretization of angles in the film and in the
substrate by converting the angles in the substrate to the film side,
which are related to each other by Snell’s law.

In the calculation, the two intensities,I 0(j) andI 1(j) are nor-
malized byI 0(T2). Since the interest of this study is on the heat
transfer from the free surface to the substrate, temperatureT2 is
set to be larger thanTe . Because the two cosinesm1 andm2 are
related to each other according to Snell’s law, and the calculation
for Eqs. ~A1! and ~A2! is only for layer 1~thin film!, the reflec-
tivity Rs21(m2) and the transmissivityTs21(m2) are converted to
m1 in layer 1. The validity of the calculation is tested by setting
the film thickness as large as possible to examine the asymptotic
behavior. The calculated internal thermal conductivity approaches
the bulk value as the thickness became larger but the total non-
dimensional thicknessjh is limited to 15. The accuracy of the
numerical results is also tested by doubling the number of inte-
gration points.

The solution for the equations with the internal heat source is
more complicated, becauseI 0(j) andI 2(jh ,2m) are now corre-
lated in Eqs.~B1! and ~B2!. Those two equations are discretized,
and the obtained discrete equations can be written in the form of a
matrix equation

S Am3m Bn3n

Cm3m Dn3n
D S I m31

0

I n31
1 D5S E

F D . (24)

By analyzing Eqs.~B1! and~B2!, it is found that matrices A and D
are almost diagonal and ill-conditioned for a thick film (jh>5).
An iteration scheme is developed to obtain the solution to Eqs.

~B1! and ~B2!. First, Eq.~24! is solved to obtain an initial guess
for I 0 and I 1, and then the data forI 0 are substituted into the
following equation:

Dn3nI 15F2Cm3mI 0 (25)

to calculateI 1. Those new values ofI 1 are used to calculateI 0.
The iterations are performed until the relative error for two con-
secutive iterations is smaller than 0.1 percent.

Parameters Used in the Calculation
Two very different systems, SiO2 /Si and diamond/Si, repre-

senting the low and the high film phonon mean free path limits,
are investigated. The input parameters are the bulk properties of
those materials including the specific heat, the phonon velocity,
and the phonon MFP. Those parameters are presented in Table 1.
In the table, the MFP of SiO2 is estimated from the kinetic equa-
tion, K5CvL/3, because the phonon spectrum for SiO2 is not
available. It should be cautioned that this kinetic model for amor-
phous materials may be over-simplified. The heat conduction
mechanism is still a topic under intense study@17#. The properties
of Si are estimated by using the method from Chen@10#, where
the contribution of optical phonons to the bulk thermal conductiv-
ity is neglected, because optical phonons have a very low group
velocity.

The average phonon MFP in polycrystalline diamond films is
determined by considering phonon scattering due to defects as
well as the inherent phonon-phonon Umklapp scattering processes
through the following approximation of Matthiessen’s rule

1

L
5

1

LU
1

1

LGB
. (26)

The averageLU(tU) was calculated directly from the bulk dia-
mond by usingLU53K/Cv, whereK51350 W/mk for type IIb
diamond. The average grain boundary scattering MFP(LGB) is
estimated from the frequency dependent scattering rate of grain
boundaries, which depends on the density of imperfections and
the thickness of the film. The same approach as in Ref.@18# is
used in this calculation, and the details are omitted here.

3 Results and Discussion
Figures 2–4 show the results for the case without an internal

heat source, and Fig. 5 shows the results for the case with an
internal heat source. Both diamond/Si and SiO2 /Si systems are
studied, and the results for the diamond/Si system, however, are
presented in more detail because of the stronger size effect.

Figures 2~a!and 2~b!show the distribution of the dimension-
less equilibrium temperature,Q5Cv(T2Te)/(4pq), whereq is
the heat flux, based on the elastic acoustic mismatch model and
the inelastic acoustic mismatch model, respectively. The tempera-
ture inside the substrate is uniform because no scattering inside
the substrate is considered. The temperature jump at the film sub-

Table 1 Parameters used in the calculation

aTouloukian@19#, Vol. 5, p. 215.
bCahill and Pohl@20#, p. 4071.
cCalculated fromL53K/Cv at 300°K by using K51.38W/mK from Touloukian

@19#, Vol. 2, p. 193.
dTouloukian@19#, Vol. 5, p. 214.
eChen@10# by using the dispersion model.
fShackelford@21#, p. 46.
gMethod from Jen and Chieng@11# and Goodson@17#, and data from Touloukian

@19#, Vol. 5, p. 8.
hGoodson@18#, p. 281.
iMethod from Jen and Chieng@11# and Goodson@18#, depends on thickness.
jBrady and Clauser@22#, p. 257.
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strate interface is the smallest for diffuse interfaces (P50). The
temperature drop at the free surface of the film is, however, al-
ways very small~less than 2 percent, not shown in the figure!,
because of the assumption of a black emitting surface. For the
case withP50.95, nearly all the temperature drop is at the inter-
face, while the internal temperature distribution is nearly uniform
within the film. Not surprisingly, the inelastic model predicts a
slightly smaller temperature drop at the interface, because of a
larger phonon transmissivity predicted under this model.

Figures 3~a!and 3~b!show the results of TBR as a function of
the film thickness. Both the elastic and inelastic acoustic mis-
match models are used to approximate the TBR. From Fig. 3~a!, it
can be seen that for the diamond/Si system the TBR does not
change much with thickness for the same specularity parameter,
because the phonon temperature inside the film is nearly uniform.
For the SiO2 /Si system, the TBR changes for small thickness
when the incident phonons originate from locations with different
temperatures.

Note that the totally diffuse interface withP50 has the small-
est TBR for the same film while the difference of the TBR values
between the elastic and the inelastic mismatch models increases as
the interface becomes increasingly specular. This is because of the
relatively large transmissivity for phonons incident from the dia-
mond or SiO2 film into the silicon substrate calculated under the
diffuse mismatch model, according to Eqs.~12! and ~13!. It
should be pointed out that Eqs.~12! and ~13! are based upon the
argument that in the diffuse limit, it is impossible to distinguish
which side phonons are originated. This model is at best estima-

tion of the limiting case. The diffuse phonon interface scattering
associated with the TBR phenomenon is poorly understood at this
stage. For specular interfaces, the transmissivity is dependent on
the incident angles as well as the physical properties of the two
materials. The mismatch between diamond and Si is much larger
than that between SiO2 and Si, thus the diamond/Si system has a
larger TBR, and the two systems behave quite differently with the
elastic and inelastic mismatch model under the same specularity
parameter value.

The effects of film thickness on the thermal conductivity of thin
films are described in Figs. 4~a!–~d!. Both internal thermal con-
ductivity and external thermal conductivity are presented for the
diamond/Si system in Figs. 4~a! and ~b!. Figures 4~c!and ~d!
depict the external thermal conductivity for the SiO2 /Si system. In
measurements, external thermal conductivity is usually obtained,
which changes with different substrates. In this study, the external
thermal conductivity is much smaller than the internal one for the
diamond film in the diamond/Si system, obviously due to the
dominance of TBR.

Because of the interface scattering, the internal film thermal
conductivity is lowered when the thickness is comparable to the
MFP. When the film becomes thicker, its thermal conductivity
approaches the bulk value as expected. Due to the computational
limit of the computer used in this study, the film thickness used in
the calculation for SiO2 films cannot be very large. Nevertheless,
it is still useful to compare the calculation with the measurement.
The measured external thermal conductivity of PECVD SiO2 is
between 0.8 and 1.0 W/mK at 300K@7#, when the film thickness

Fig. 2 Distribution of dimensionless temperature †QÄCn„TÀTe…Õ4pq‡ as a function of dimen-
sionless coordinate „zÕh…

Fig. 3 Thickness dependence of the thermal boundary resistance, „a… for diamondÕSi, „b… for
SiO2 ÕSi
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is between 32 and 190 nm. The measured results cannot be ex-
plained using the size effect nor the intrinsic TBR as calculated
here. Possible reasons for the observed reduction of the thermal
conductivity of SiO2 films include the porosity and a larger TBR
probably caused by the increased disorder at the film/interface@8#.
It is also worthwhile to point out that the heat conduction mecha-
nisms in amorphous materials are not clear at this stage and the
BTE based picture may be inappropriate. Cahill and Pohl@20# and
Morath et al.@23# explained the heat conduction in amorphous
solids on the atomic scale in terms of the transport by a random
walk of energy rather than by propagating phonons.

It is also noted that in Fig. 4~b!the internal thermal conductiv-
ity value forP50 are smaller than the values forP50.95, for the
films with a thickness below 1.5mm. This trend, predicted by the
inelastic model, is reversed for films with a thickness greater than
1.5mm for diamond/Si system. This behavior can be connected to
Fig. 3~a!, which shows a slight increasing trend of TBR as the
film becomes thicker. This trend is caused by the fact that
phonons reaching the interface come from different locations ad-
jacent to the boundary. For the diamond/Si system, the large in-
terface reflectivity accumulates more hot phonons originated fur-
ther away from the interface, creating a larger TBR and a smaller
internal thermal conductivity.

Figure 5 shows the TBR of the diamond/Si interface with in-
ternal heat sources. Two types of interface conditions are studied
with P50.0 andP50.5. The free surface was set to be~1! black
with a fixed temperature and~2! adiabatic. When the free surface
is black, the TBR obtained for the case with internal heat genera-
tion is the same as that without internal heat generation. In other
words, if the free surface of the film is still a black phonon emit-
ter, the internal heat generation has no effect on the TBR. This is
because the profile of the phonon intensity incident onto the in-
terface is the same except that the whole curve of phonon inten-
sity moves up. However, when the free surface is adiabatic,
phonons incident onto the interface are affected by the reflection
at the free surface. More phonons which are originally reflected
can transmit through the interface due to multiple reflection, pro-
ducing a smaller TBR. The TBR increases with increasing film
thickness and approaches the value for black surface when the
thickness is very large.

Figure 6 compares the temperature distributions for the dia-
mond film with an internal heat source by using both Fourier’s
law and the BTE. The temperature distributions determined by
Fourier’s law are calculated in two ways: one is with the internal

Fig. 4 Thickness dependence of thermal conductivity, „a… and „b… for diamondÕSi, „c… and „d…
for SiO 2 ÕSi

Fig. 5 Thickness dependence of TBR with and without internal
heat generation
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thermal conductivity plus a TBR determined from the solution of
the BTE, the other one is with the external thermal conductivity.
Results for both a black surface boundary condition and an adia-
batic surface boundary condition are presented. It can be seen that
the BTE method predicts a lower temperature profile than Fouri-
er’s law using the internal conductivity, while the profile is higher
than that using the external thermal conductivity. The difference
of the temperature predicted by the BTE and Fourier’s law means
that the states of the phonons deviate from equilibrium states.

4 Conclusions
This work develops a unified model based on the BTE and

interface scattering mechanisms to study the interplay between the
size effects and the TBR. The major results can be summarized as
follows:

1 The total thermal resistance across a film consists of two
parts: one is the effective thermal resistance within the film, and
the other one is the thermal boundary resistance at the interface.
Both resistances may be dependent upon the film thickness and
the physical properties of the two adjacent materials.

2 For the diamond/Si system, it is found that both the effective
thermal resistance and the TBR are strongly dependent on the
interface specularity. Thus the total thermal resistance is mainly
determined by the interface conditions. The results indicate that
the TBR is a dominant factor in the cross-plane thermal conduc-
tivity of diamond thin films.

3 For the SiO2 /Si system, the effective thermal conductivity of
the film is independent of the specularity parameter, because SiO2
and Si have very similar physical properties and because the short
phonon MFP inside SiO2. Neither the size effect nor the interface
specularity is important for this system.

4 The temperature profile for diamond films with internal heat
generation predicted by the Fourier theory using the internal ther-
mal conductivity and TBR calculated from the BTE is closer to,
but higher than, that obtained directly from solving the BTE. The
temperature profile calculated by using the external thermal con-
ductivity, which is often obtained from experimental measure-
ment, deviates far from that by the BTE, especially at the inter-
face. Large temperature jumps occur at the interface for the
diamond/Si system because of the interface mismatch. The pres-
ence of the internal heat generation affects the TBR and thus the
external thermal conductivity when the film is thin.

From this study, it is clear that extreme care must be taken
when applying the thermal conductivity measurement results for
thin films obtained under one configuration to other situations.
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Nomenclature

C 5 volumetric specific heat@J/m3K#
Ei 5 exponential integral function
h 5 thickness of film@m#
I 5 phonon intensity@W/m2.sr#

K 5 thermal conductivity@W/mK#
P 5 interface specularity parameter
R 5 thermal boundary resistance@Km2/W#

R12 5 phonon reflectivity
S 5 internal heat source@W/m3#
T 5 temperature@K#

Te 5 emitting temperature of phonons@K#
v 5 group velocity@m/s#
z 5 coordinate

L 5 mean free path@m#
Q 5 dimensionless temperature
u 5 angle@rad#
r 5 density@kg/m3#
m 5 directional cosine@5cos(u)#
x 5 dimensionless phonon frequency
t 5 relaxation time@s#
j 5 dimensionless coordinate
h 5 dimensionless scattering strength

Subscripts

d 5 diffuse
s 5 specular

U 5 Umklapp scattering
1 5 medium 1
2 5 medium 2

12 5 from medium 1 to medium 2

Superscripts

0 5 equilibrium
1 5 positive direction
2 5 negative direction

Abbreviations

MFP 5 mean free path
TBR 5 thermal boundary resistance

Appendix A

Intensity Equations for Black Surface. Equations used to
calculate intensity/temperature distributions and thermal conduc-
tivities are simplified as

2I 0~j!5PI0~T2!E
0

1

Rs12e
2~j1jh!/mdm1~12P!Td21E2~j!I 2~Te!

1E2~jh2j!I 0~T2!12~12P!Rd12E2~j!FE3~jh!I 0~T2!

1E
0
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I 0~j1!E2~j1!dj1G
1PE

0
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I 0~j1!E
0

1

e2~j1j1!/mRs12

1

m
dmdj1

1PI0~Te!E
0

1

ts21e
2j/mdm1E

0

jh

I 0~j1!E1~ uj12ju!dj1

(A1)

Fig. 6 Distribution of dimensionless temperature as a function
of dimensionless coordinate for diamond ÕSi. The temperatures
are normalized to heat flux.
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(A2)

For room temperature and higher, the phonon intensity can be
expressed asI 0(T)5I 0(Te)1Cv/4p(T2Te). In the calculation,
the above two equations are simplified by settingTe50, which
can be justified as follows. Suppose that the whole system is at
equilibrium with Te ~this can be achieved by lettingT25Te!, the
above two equations still hold. By subtracting the two equilibrium
equations from ~A1! and ~A2!, and dividing all terms by
Cv/4p(T22Te), two new equations are obtained. These two new
equations can be written down by replacingI 1(jh) with
4pI 1(jh)/Cv(T22Te), I 0(j) with T2Te /T22Te , I 0(T2)51,
and I 0(Te)50.

The equilibrium temperature at the substrate side of the inter-
face,T* , should be calculated from the phonon intensities coming
from the free surface of the substrate and those phonons penetrat-
ing through the interface from the film side:

2I 0~T* !5I 0~Te!1PE
0

1

~Rs21I
0~Te!1ts12I

2~0,2m!!dm

1~12P!S Rd21I
0~Te!12Td12E

0

1

I 2~0,2m!mdm D .

(A3)

Appendix B

Intensity Equations for Adiabatic Surface. The two equa-
tions used to calculate the temperature/intensity profiles with an
internal heat source are
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The reference point is set atT* , the equivalent phonon tempera-
ture of the substrate at the interface. The intensities are normal-
ized againstSL.
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Heat Rate Predictions in Humid
Air-Water Heat Exchangers Using
Correlations and Neural Networks
We consider the flow of humid air over fin-tube multi-row multi-column compact heat
exchangers with possible condensation. Previously published experimental data are used
to show that a regression analysis for the best-fit correlation of a prescribed form does
not provide an unique answer, and that there are small but significant differences between
the predictions of the different correlations thus obtained. It is also shown that it is more
accurate to predict the heat rate directly rather than through intermediate quantities like
the j-factors. The artificial neural network technique is offered as an alternative tech-
nique. It is trained with experimental values of the humid-air flow rates, dry-bulb and
wet-bulb inlet temperatures, fin spacing, and heat transfer rates. The trained network is
then used to make predictions of the heat transfer. Comparison of the results demon-
strates that the neural network is more accurate than conventional correlations.
@DOI: 10.1115/1.1351167#

Keywords: Artificial Intelligence, Condensation, Convection, Heat Transfer, Heat Ex-
changers

1 Introduction
For the design of a thermal system it is often necessary, for

selection purposes, to predict the heat transfer rates of heat ex-
changers under specific operating conditions. Heat exchangers are
complex devices, the complexity being due both to the geometry
and to the physical phenomena involved in the transfer of heat.
For a heat exchanger operating with humid air, e.g., in refrigera-
tion and air-conditioning applications, some of the moisture in the
air may condense on the fins and tubes. Condensing heat exchang-
ers have been studied by Jacobi and Goldschmidt@1#, Srinivasan
and Shah@2#, Ramadhyani@3#, and Jang et al.@4#, among others,
using heat and mass transfer coefficients. Physical processes re-
lated to the latent heat and modification of the flow field by the
water film or droplets increase the computational difficulty of the
problem, and numerical calculations entirely based on first prin-
ciples are not possible. Experiments must be carried out, usually
by the manufacturers for each of their models, to determine the
heat rates as functions of the system parameters like the flow
rates, inlet temperatures and fin spacing. The experimental infor-
mation must then be transferred in some way to the user of the
information who needs it to predict the heat rates under different
operating conditions. One way is to provide the heat transfer co-
efficients. However, these are not constant but vary considerably
with operating conditions, and can thus provide only very rough
approximations. A better and more common procedure is to com-
press information about the heat transfer coefficients by means of
correlations so that variations with respect to the operating param-
eters can be taken into account through standard nondimensional
groups. Usually the form of the correlation cannot be totally jus-
tified from first principles; it is selected on the basis of simplicity
and common usage. Estimated errors in heat rates from correla-
tions are normally larger than the experimental error, being
mainly due to the data compression that occurs through the cor-
relation process. Another reason for inaccuracy in predictions is
that, for most forms of correlating functions that are used, a least-
squares analysis of the error gives multiple sets of values for the
constants indicating that a local, rather than a global, optimum set
of values may have been found.

The problem of accuracy in condensing heat exchangers predic-
tions is addressed by an alternative approach using artificial neural
networks~ANNs!. ANNs have been developed in recent years and
used successfully in many application areas, among them thermal
engineering@5#. Some examples are heat transfer data analysis
@6#, manufacturing and materials processing@7,8#, solar receivers
@9#, convective heat transfer coefficients@10#, and HVAC control
@11#. Previous work on the prediction of heat rates in heat ex-
changers without condensation has been reported by Zhao et al.
@12# and Diaz et al.@13#. The most attractive advantage of the
method is that it allows the modeling of complex systems without
requiring detailed knowledge of the physical processes.

In the present work, we are interested in using ANNs for the
prediction of the performance of heat exchangers with condensa-
tion. There is a body of published experimental data related to this
problem that we will use. First, the procedure for obtaining cor-
relations using a least-squares regression analysis will be studied
with special regard to the multiplicity of the result. Second, we
will consider the advantages of predicting the heat rate directly,
instead of usingj-factors to determine the transfer coefficients
from which the heat rates have to be calculated, as is usually done.
Finally, the heat rate will be computed using artificial neural
networks.

2 Published Data and Correlations
Extensive experimental data from five different multiple-row

multiple-column plate-fin type heat exchangers with staggered
tubes were obtained and published by McQuiston@14,15#. Be-
cause of their importance to applications such as air-conditioning
and refrigeration these data and the corresponding correlations
have become standards in the field. The fluids used were atmo-
spheric air flowing through the fin passages and water inside the
tubes. The conditions were such that, for certain cases, condensa-
tion would occur on the fins. The nature of the air-side surface,
i.e., whether dry, covered with condensed water droplets, or cov-
ered with a water film, was determined by direct observations and
recorded. All five heat exchangers had a nominal size of
127 mm3305 mm, were geometrically similar but with different
fin spacings. A schematic with the geometrical parameters and
dimensions is shown in Fig. 1. It must be noted that, even when
there is no condensation, analysis of the data shows that the spe-
cific humidities at the inlet and outlet vary by as much as 150
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percent. This discrepancy may be due to heat losses between the
locations at which the temperatures were measured and the heat
exchanger. The data for dropwise and film condensation could
also have been similarly affected.

McQuiston@15,16#was interested in predicting the air-side heat
transfer. He used high Reynolds-number turbulent flow on the
water side so that its heat transfer coefficient, which could be
estimated from the Dittus-Boelter correlation, was much higher
than that on the air side and thus introduced little error. He defined
the air-side heat transfer coefficients using the log-mean tempera-
ture difference for the dry surface. A similar procedure was fol-

lowed for determining the air-side heat transfer coefficients under
condensing conditions using the enthalpy difference as the driving
potential. The correlations that were obtained are

j s50.001410.2618 ReD
20.4S A

Atb
D 20.15

f s~d! (1)

j t50.001410.2618 ReD
20.4S A

Atb
D 20.15

f t~d!, (2)

where

f s55
1.0 for dry surface

~0.9014.331025 Red
1.25!S d

d2t D
21

for dropwise condensation

0.8414.031025 Red
1.25 for filmwise condensation

(3)

f t55
1.0 for dry surface

~0.8014.031025 Red
1.25!S d

d2t D
4

for dropwise condensation

~0.9514.031025 Red
1.25!S d

d2t D
2

for filmwise condensation

(4)

j s5
ha

Gccp,a
Pra

2/3, j t5
ht,a

Gc
Sca

2/3 (5)

ReD5
GcD

ma
, Red5

Gcd

ma
,

A

Atb
5

4

p

xa

Dh

xb

D
s f , (6)

where j s is the Colburnj-factor for the sensible heat andj t is that
for the total heat. Of course, in the dry case the two are the same.
The range of validity of the correlation was also given.

Gray and Webb@17# added data from other sources to find a
different correlation

j s50.14 ReD
20.328S xb

xa
D 20.502S d2t

D D 0.0312

for dry surface

(7)

with its corresponding range of applicability.

3 Multiplicity of ‘‘Best’’ Correlations
Let us look at a regression analysis to find the best correlation

for the dry surface, the procedure for the other cases being similar.
The general form of this correlation, as proposed by McQuiston
@16#, is

j s5a1b ReD
2cS A

Atb
D 2d

. (8)

In a least-squares method the difference between the measured
and the predicted values ofj s is minimized to determine the con-
stantsa, b, c, andd in the above equation. This is done by calcu-
lating the variance of the error defined as

Sj s
5

1

M1
(
i 51

M1

@~ j s! i
e2~ j s! i

p#2, (9)

where (j s) i
e , for i 51,...,M1 , are the experimental measurements

and (j s) i
p , for i 51,...,M1 , are the values predicted by Eq.~8!.

Sj s
(C) is a smooth manifold in a five-dimensional space, where

C5(a,b,c,d) is the vector of unknown constants, and a search
must findC such thatSj s

(C) is a minimum.
This procedure was carried out for theM1 data sets. It was

found thatSj s
had multiple local minima, the following two being

examples.Fig. 1 Schematic of a compact fin-tube heat exchanger
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Correlation A: j s520.021810.0606 ReD
20.0778S A

Atb
D 20.0187

(10)

Correlation B: j s520.005710.0562 ReD
20.1507S A

Atb
D 20.0436

(11)

Superficially, the two correlations appear to be quantitatively dif-
ferent, and are both different from Eq.~1!.

Figure 2 shows a section of theSj s
surface that passes through

the two minima,A andB. For clarity the location coordinatez is
such thatC5CA(12z)1CBz, where CA5(a,b,c,d)A and CB
5(a,b,c,d)B correspond to the two minima. These two minimum
values ofSj s

are within 17.1 percent of each other and the corre-
spondingj s predictions are within 3.7 percent. Thus the error in
heat rate prediction would increase somewhat if the higher mini-
mum is chosen instead of the lower one.

Multiplicity of minima of the error surface comes from the
mathematical form of the correlating function assumed, Eq.~8!,
and the nonlinearity of the functionSj s

, Eq. ~9!, to be minimized.
Faced with this, it is natural to search for the global minimum
among the various local minima ofSj s

which would then bethe
best correlation. One of the ways in which this can be done is by
a genetic algorithm@18#. In fact, correlation A above is found to
be the global minimum.

The same global search procedure has been followed to find the
best correlations for dropwise and film condensation by first fixing
the constants found for the dry surface and then searching for the
additional constants that Eqs.~3! and~4! have. The results of the
correlations for the dry surface are shown in Table 1 as ‘‘Eq.
~10!,’’ and for the wet surfaces as ‘‘MinimizingSj . ’’ The table
shows the ability of the correlations to predict the same data from
which they were derived. The errors indicated are the root-mean-
square~rms! values of the percentage differences between the
predicted and experimental data. The results of the correlations of
McQuiston@16# for all surfaces and Gray and Webb@17# for dry
surfaces only are also shown; as claimed, the latter is seen to
perform better than the former. The correlations found here using
the global search technique are much better than the previous
correlations for the dry surface, slightly worse for dropwise and
slightly better for filmwise condensations. Some of the differences
could be due to possible elimination of outliers by previous inves-
tigators; none of the published data has been excluded here.

4 Direct Correlation of Heat Rate
Using the method of the previous section to determine the heat

rate, which is what the user of the information is usually interested
in, one must find thej-factor first, then the heat transfer coeffi-
cient, and finally the heat rate. The procedure gives some gener-
ality to the results since different fluids and temperatures can be
used. If accuracy is the goal, however, it may be better to correlate
the heat rate directly, as will be investigated in this section. The
dry-surface case is discussed in some detail, and for the wet sur-
faces the procedure is similar.

Using the water-side heat transfer coefficient defined on the
basis of the log-mean temperature difference@15#, the heat rate is

Q̇5~Tw
in2Ta

in!
12exp$UA@~ṁwcp,w!212~ṁacp,a!21#%

~ṁacp,a!212~ṁwcp,w!21 exp$UA@~ṁwcp,w!212~ṁacp,a!21#%
, (12)

where

U5S A

Awhw
1

Pra
2/3

hGccp,aj s
D 21

(13)

and j s is given in Eq.~8!. To find the constants in the correlation,
the mean square error of the heat transfer rates

SQ̇5
1

M1
(
k51

M1

@Q̇k
e2Q̇k

p#2 (14)

must be minimized. A genetic-algorithm based global search re-
sults in a correlation, which when converted to aj-factor is

Fig. 2 Section of the surface Sj s
„a,b ,c ,d …; A is the global

minimum; B is a local minimum

Table 1 Comparison of percentage errors in j s , j t , and Q̇ pre-
dictions between various correlations and the ANN
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j s520.047910.0971 ReD
20.0631S A

Atb
D 20.0137

, (15)

which is different from Eqs.~1!, ~10!, and~11!, all of which have
been obtained from the same data.

The results of using direct correlation of the heat rate are also
shown in Table 1 as ‘‘Eq.~15!.’’ The percentage error is 3.84
percent, which is the same as that given by Eq.~10!. However, if
we compare the absolute, dimensional rms error, direct correlation
of heat rate shows an error of only 158.6 W, compared to an error
of 272 W from thej-factor correlation; this is an improvement of
41.7 percent. The global minimization ofSj does not necessarily
imply the global minimization ofSQ̇ . The difference of the pre-
dictions in j s is 14.8 percent between the two methods.

A similar procedure was followed to find the correlations forj t
under wet-surface conditions, and the errors are given in Table 1
under ‘‘Minimizing SQ̇’’. The direct correlation of dimensional
heat rate gives predictions that have 56.9 percent less error com-
pared to thej-factor correlation for dropwise condensation and
58.6 percent for film condensation. Thus, predicting the heat rate
rather than j-factors gives more accurate predictions. This is
somewhat expected since thej-factor assumes the existence of the
heat transfer coefficient, whileQ̇ does not.

5 Artificial Neural Networks
ANNs offer an attractive alternative to the correlation method

discussed in the previous sections to predict the performance of
heat exchangers. Although there are many different types of neu-
ral networks, the feedforward configuration has become the most
widely used in engineering applications@19#. This consists of a
series of layers, each with a number of nodes, the first and last
layers being the input and output layers while the remaining are
hidden layers. The nodes of each layer are connected only to those
of the layer before and the one after. The connections are associ-
ated with weights and the nodes with biases. These can be ad-
justed during the training procedure using known data: for a given
input the actual output is compared with the target output, and the
weights and biases are repeatedly adjusted using the backpropa-
gation algorithm@20# until the actual differs little from the target
output. All variables are normalized to be within the@0.15, 0.85#
range. Further details are in Sen and Yang@5#.

5.1 Separation of Data for Training and Testing. The
ANN structure chosen for the present analysis consists of four
layers: the input layer at the left, the output layer at the right and
two hidden layers. This 5-5-3-1 configuration, where the numbers
stand for the number of nodes in each layer, is similar to the
schematic shown in Fig. 4 which is used in the next section for the
heat exchanger analysis, the only difference being that the fourth
layer has only one output, the heat rate. The inputs to the network
correspond to the air-flow Reynolds number ReD , inlet air dry-
bulb temperatureTa,db

in , inlet air wet-bulb temperatureTa,wb
in , in-

let water temperatureTw
in , and fin spacingd. The output is the

total heat rateQ̇. For testing the trained ANN, the variables ReD ,
Ta,db

in , Ta,wb
in , Tw

in , andd are input and the correspondingQ̇p are
predicted.

A total of M5327 experimental runs were reported by Mc-
Quiston@15# for three different surface conditions. The data can
be separated in different ways into training and testing data. Dı´az
et al. @13#, for example, used 75 percent of the total data sets
available for training and the rest for testing. This has two disad-
vantages: first, the data set available for training is smaller than
the total amount of information available so that the predictions
are not the best possible, and second, if the training data do not
include the extreme values the predictions fall in the extrapolated
range and are hence less reliable. The issue of separating the
complete data into training and testing sets is further analyzed in
the following way.

The M available sets of experimental data are first randomly
sorted to avoid introducing any bias in the selection process and
their order is then fixed. Only the firstMa of these are chosen for
training and the restMb5M2Ma kept aside for the moment. The
fraction used for training is thusPs5Ma /M . The rms values of
the relative output errors

SeQ̇
5F 1

Ma
(
i 51

Ma S Q̇i
p2Q̇i

e

Q̇i
e D 2G 1/2

(16)

are calculated at each cycle of the training process in order to
evaluate the performance of the network and to update the
weights. Herei 51,...,Ma , whereQ̇p are the predictions, andQ̇e

are the experimental values of the heat rates. A reasonably low
level of error, SeQ̇

, in the training process is obtained with
250,000 cycles, which is the same for the rest of the procedure.

After the training is finished, three different data sets are tested:
~a! the sameMa data that were used for training are tested,~b! the
Mb data left out of the training process are tested, and~c! the
completeM data sets are tested. In each case the percentage error
between the predicted and experimental values are calculated, be-
ing Ea , Eb , andE, respectively. Without reordering theM data
sets the procedure described above is repeated for different values
of the percentage of splitting, i.e.,Ps510 percent, 20 percent,...,
90 percent, 95 percent, and 99 percent. The exact shape of the
error versusPs curve depends on the initial order of the data sets,
but some general features can be identified.

To get the overall characteristics of the error, the curves were
calculated ten times and the results averaged to remove the influ-
ence of the initial random ordering of the data sets. Figure 3
shows the average error in prediction calculated in the three dif-
ferent ways as a function of the training fractionPs . The error
bars indicate the standard deviations,sa , sb , ands correspond-
ing to Ea , Eb , and E, respectively, that resulted from the ten
different curves. From this figure, it can be seen that asPs in-
creases the prediction errors for all three cases asymptote, on the
average, to approximately the same values. For anyPs , Ea is
always small since the training and testing data are identical. At
small values ofPs , Eb , andE are both very large indicating that
an insufficient fraction of the data has been used for training. As
we increaseMa , better predictions are obtained. BeyondPs
560 percent approximately the differences in the prediction errors

Fig. 3 ANN prediction errors versus percentage of data used
for training; – Ã– error Ea using training data; – s– error Eb
using data not used for training; – L– error E using complete
data. Error bars indicate standard deviations. The Ea and E
curves have been shifted horizontally by À1 percent and 1 per-
cent, respectively, for clarity.
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for all data sets are small. The same trend is observed for thess
which become smaller asPs→100 percent, indicating that the
prediction is somewhat insensitive to the initial random ordering
of the data. Near the end, however, atPs599 percent for example,
sb becomes large again because nowMb is very small and the
error depends greatly on the data set that is picked for testing.

From this exercise one can deduce that, in this case at least, if
more than 60 percent of the available data is used for training, the
results will be essentially the same. In the rest of the paper we use
all of the available data for training, and use the same for testing.
This gives us the best prediction over the widest parameter range.
For the correlations also, as is commonly done, the entire data set
was used for finding the correlation and testing its predictions.

5.2 Heat Exchanger Analysis. From the total ofM5327
experimental runs were reported by McQuiston@15#, M1591 cor-
responded to dry-surface conditions,M25117 corresponded to
dropwise condensation, andM35119 to film condensation. Fig-
ure 4 shows a schematic of the feedforward neural network con-
figuration used for the present analysis. There are four layers in
this configuration. The inputs to the network correspond to the
same physical variables described in the previous section. The
outputs correspond toj s , j t , and the total heat rateQ̇. Thus, j s ,
j t , and Q̇ are functions of ReD , Ta,db

in , Ta,wb
in , Tw

in , and d. For
testing the trained ANN, the physical variables are input and the
correspondingj s

p and j t
p and Q̇p are predicted. Thej-factors are

not necessary for the heat rate predictions, but are calculated here
merely for the purpose of comparison with the other methods.

As mentioned before, the performance of the network is evalu-
ated by computing the rms values of the output errors

Se5F 1

Mk
(
i 51

Mk S Oi ,k
p 2Oi ,k

e

Oi ,k
e D 2G 1/2

(17)

at each stage of the training. Nowi 51,...,Mk , k51,2,3, where
Oi ,k

p 5$ j s , j t ,Q̇%p are the set of predictions, andOi ,k
e

5$ j s , j t ,Q̇%e are the experimental output values. Several ANN
configurations were tested, as in Dı´az et al. @13#, and the best
results were given by the fully-connected 5-5-3-3 configuration
which was chosen. A number of 800,000 cycles was selected for
training to assure a reasonably low level of errorSe .

6 Artificial Neural Network Results
The ANN results are also shown in Table 1 along with those of

correlations previously discussed. For all three surfaces, the ANN
predictions are much better than any of the correlations. It is of

Fig. 4 A 5-5-3-3 neural network used Fig. 5 Experimental versus predicted j s for heat exchanger
with dry surface; ¿ ANN; v McQuiston †16‡; s Gray and Webb
†17‡. Straight line is the perfect prediction.

Fig. 6 Experiments versus predictions for heat exchanger
with dropwise condensation; ¿ ANN; v McQuiston †16‡.
Straight line is the perfect prediction: „a… sensible heat j s ; „b…
total heat j t .
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interest to note that the ANN gives better prediction for dry sur-
faces than for wet. This is expected since the physical phenomena
associated with condensation are more complex.

To determine whether the network based on training data sepa-
rated by some physical condition would perform better than an-
other trained with the combined data set, the entire set of runsM
was combined to train a single ANN. The error, shown in Table 1
under ‘‘Combined,’’ is larger than the ANN predictions for indi-
vidual cases, indicating that this ANN has more difficulty in dif-
ferentiating between the different physics involved. However,
even then the predictions of the total heat rate have errors of the
order of only 2.7 percent.

Comparisons ofj s and j t under dry and wet-surface conditions
between the previously published correlations and the ANN re-
sults are shown in Fig. 5–7. For the dry surface there is only one
j-factor, but under condensing conditions bothj s and j t are

shown. In all the figures, the straight lines indicate equality be-
tween prediction and experiment. The accuracy and precision
given by the ANN is remarkable. There are some data points in
Fig. 5–7 that are outliers and can clearly be eliminated to improve
the predictions, if desired.

The experimental measurements reported by McQuiston@15#
were classified according to a visual procedure. For dry surface
conditions this method is relatively reliable, but under wet condi-
tions it is very difficult to distinguish between different forms of
condensation by simple observation. One can ask if this visual
information is really necessary, or if the data can be separated
using some pattern recognition procedure. One of the simplest is
numerical clustering using ak-means algorithm@21#. We use this
method to classify the data into three groups, with all variables
normalized in the@0, 1# range.

Table 2 shows the percentage of data sets of all three surface
conditions that belong to a particular cluster I, II, or III. These
results show that cluster I clearly corresponds to dry surface con-
ditions, while the situation is less crisp for clusters II and III. The
difference between the dry and wet wall data would have been
sharper if only two clusters~dry and wet wall!had been used.
Each of the three clusters is analyzed separately to train three
ANNs using their respective data sets,M I581 for cluster I,M II
566 for cluster II andM III 5180 for cluster III. The total heat rate
errors given by the ANN procedure are 0.866 percent for cluster I,
1.626 percent for cluster II and 1.242 percent for cluster III which
are of the same order for data separated by visual observation.
Visual information is thus not really necessary and the clustering
technique is a viable alternative that produces equally good
predictions.

7 Conclusions
Correlations found from heat exchanger experimental data us-

ing a regression procedure are often non-unique. In this case a
global error minimization algorithm, rather than a local procedure,
should be used. We have shown that there can be small but sig-
nificant differences between the two. Furthermore, the correlation
that is obtained can only be as good as its assumed functional
form. It must also be pointed out that heat transfer coefficients are
defined upon the assumption of a characteristic temperature dif-
ference and their usefulness depends on the similarity of the tem-
perature profiles. In other words, if the temperature distributions
are always identical except for a constant, this constant is the only
quantity needed to determine the heat flux at the wall. With prop-
erty variations, condensation, laminar and turbulent flows, and
many other phenomena present, this is often not the case. The
situation is worse for mass transfer during condensation, since its
rate is clearly not proportional to the enthalpy difference. Thus it
is better to develop correlations to predict the heat rates directly,
rather than intermediate quantities like thej-factors that assume
the existence of transfer coefficients. In addition, the user of the
information is usually interested only in the overall heat rate and
not in intermediate variables like the heat transfer coefficients.

Artificial neural networks do not have the drawbacks of corre-
lations, and are an attractive alternative that can be used to accu-
rately model the thermal behavior of heat exchangers without
need to assume a functional form for the correlation nor an accu-
rate mathematical model of the details of the process. We have
shown that they can predict the behavior of heat exchangers under
dry and wet conditions and their predictions are remarkably more
accurate than those from correlations. The network is able to catch
the complex physics in a heat exchanger very well. In the end, the
error in the predictions of the neural network is probably of the
same order as the uncertainty in the measurements, which is the
best that can be expected.

ANNs also have some limitations. They do not provide any
physical insight into the phenomena in which they are used, but
then neither do correlations. The training of the network may be
computationally expensive though its subsequent use for predic-

Fig. 7 Experiments versus predictions for heat exchanger
with film condensation; ¿ANN; v McQuiston †16‡. Straight line
is the perfect prediction: „a… sensible heat j s ; „b… total heat j t .

Table 2 Percentage of data sets of different surface condi-
tions that fall in different clusters
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tion purposes is not. For users with PCs, which is how most de-
sign is currently done, it is quick and easy to use. One issue that
needs to be looked at in greater detail is the range of validity of
the predictions as a function of the range and density of the train-
ing data set. Though research in this and related areas is ongoing,
the neural network technique is currently a viable and accurate
alternative to conventional correlations.

Nomenclature

A 5 total air-side heat transfer area@m2#
Atb 5 surface area of tubes without fins@m2#
Aw 5 water-side heat transfer area@m2#

a, b, c, d 5 correlation constants
C 5 vector of unknown constants
cp 5 specific heat@J/kg K#
D 5 tube outer diameter@m#

Dh 5 hydraulic diameter@m#
E 5 error corresponding to procedure~c!

Ea 5 error corresponding to procedure~a!
Eb 5 error corresponding to procedure~b!

f s , f t 5 functions
Gc 5 air mass velocity based in free-flow area@kg/m2 s#

h 5 heat transfer coefficient@W/m2 K#
ht 5 total ~enthalpy!heat transfer coefficient@kg/m2#
j 5 Colburn j-factor

M 5 total number of experimental data sets
Ma 5 number of data sets used for training
Mb 5 number of data sets used not used for training
M1 5 number of data sets with dry surface
M2 5 number of data sets with dropwise condensation
M3 5 number of data sets with film condensation
ṁ 5 mass flow rate@kg/s#

Oi ,k 5 $ j s , j t ,Q̇% for run i
Pr 5 Prandtl number
Ps 5 percentage of splitting@percent#
Q̇ 5 heat transfer rate between fluids@W#

ReD 5 Reynolds number based in the diameter
Red 5 Reynolds number based in the fin spacing
Sc 5 Schmidt number

Se ,SeQ̇ 5 root mean square error
SQ̇ 5 variance of total heat transfer rate error
Sj 5 variance of the Colburnj-factor error
T 5 fluid temperature@C#
t 5 fin thickness@m#

U 5 overall heat transfer coefficient@W/m2 K#
W 5 synaptic weight between nodes
xa 5 tube spacing in the longitudinal direction@m#
xb 5 tube spacing in the transverse direction@m#
z 5 section coordinate inSj s

surface

Greek Symbols

d 5 fin spacing@m#
u 5 bias
h 5 fin effectiveness
m 5 dynamic viscosity of fluid@kg/m s#
s 5 standard deviation in procedure~c!

sa 5 standard deviation in procedure~a!
sb 5 standard deviation in procedure~b!
s f 5 ratio of free-flow cross-sectional area to frontal area

Subscripts and Superscripts

a 5 air side
db 5 dry bulb

e 5 experimental value
in 5 inlet
p 5 predicted value
s 5 sensible
t 5 total

w 5 water side
wb 5 wet bulb
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Influence of Flow Regime, Heat
Flux, and Mass Flux on
Electrohydrodynamically
Enhanced Convective Boiling
The influence of quality, flow regime, heat flux, and mass flux on the electrohydrodynamic
(EHD) enhancement of convective boiling of R-134a in a horizontal smooth tube was
investigated in detail. The EHD forces generated significant enhancements in the heat
transfer coefficient, but the enhancements were highly dependent on the quality, flow
regime, heat flux, and mass flux. The experimental data provided evidence that an opti-
mum EHD enhancement exists for a given set of these variables with a specific electrode
design. However, experimental data also provided evidence that the EHD forces can
drastically reduce the rate of heat transfer at certain conditions.
@DOI: 10.1115/1.1316782#

Introduction
Passive and active enhancement methods for improving con-

vective boiling heat transfer are continuously being developed and
researched. An active method, which has been recently investi-
gated utilizes the elctrohydrodynamic~EHD! phenomena. EHD
enhanced pool boiling has been investigated for over 30 years.
However, there have been only a few researchers in the last ten
years to investigate EHD enhanced convective boiling. The lim-
ited amount of research is, in part, due to an incomplete funda-
mental knowledge on EHD enhanced heat transfer.

EHD enhancement of convective boiling heat transfer features
several distinct advantages over conventional passive methods.
One is the ability to vary or control the boiling heat transfer co-
efficient by changing the applied voltage. Another is a significant
enhancement in the boiling heat transfer can be achieved with
EHD. Furthermore, the EHD enhancement process contains no
moving parts and the electric power input is usually negligible.

The largest EHD convective boiling enhancements achieved in
six of the seven cited references are shown in Table 1 and infor-
mation on the experimental parameters are given in Table 2. The
maximum EHD enhancements range from 1000 percent locally to
an average of 100 percent achieved by Salehi et al.@1# and Yabe
et al. @2#, respectively. The large enhancements achieved by
Salehi et al.@1# were for convective boiling in a downward flow-
ing micro-channel. Salehi et al.@1# classified their channels as
microscale; however, the hydraulic diameter of these channels
was 1.5 mm. This is the only research on EHD enhanced convec-
tive boiling in mm-size channels. All the other references focus on
EHD enhancements in tubes of the order of 10 mm in diameter in
a horizontal flow configuration. There are two primary reasons
that the enhancement by Salehi et al.@1# was so significant. First,
downward flow eliminates stratification of the liquid in the chan-
nel and creates a more unstable flow due to vapor and liquid
density differences. Second, the applied electric field was locally
higher on the heat transfer surface~microfin tube!because of the
enhanced surface geometry and size of the cylindrical energized
electrode. This higher electric field focused the EHD force on the
heat transfer surface. All of the maximum enhancements, except
for those achieved by Singh et al.@3#, occurred at very low mass
fluxes. Also, all the maximum enhancements were measured at

heat fluxes of 10 kW/m2 or less except that by Salehi et al.@1#
which was at 25 kW/m2. The occurrence of the maximum en-
hancements at different qualities for the different researchers is
primarily due to the electrode designs, the geometry of the heat
transfer surface, and the operating conditions~refer to Table 2!.

A study by Norris et al.@4# showed that, as the inlet quality of
R-134a into a 1500-mm test section increased, the EHD enhance-
ment decreased and in some cases the EHD forces caused prema-
ture dryout. The test section was 12.7 mm in diameter in which a
3.2-mm-diameter rod electrode was suspended. The premature
dryout was attributed to the dielectrophoretic force component
~discussed in the next section! causing the liquid at the tube sur-
face to be attracted to the energized electrode at the center of the
tube.

Recently, Bryan and Seyed-Yagoobi@5# developed a theoretical
relationship between the radial EHD pressure and axial momen-
tum flux and investigated its influence on heat transfer enhance-
ment and pressure drop in EHD enhanced convective boiling. It
was shown that the amount of heat transfer enhancement and the
pressure drop penalty were dependent upon the size of the radial
EHD pressure relative to the rate of the axial momentum flux.

The results, obtained by the various researchers in the cited
references, show the range of EHD enhanced heat transfer in con-
vective boiling. However, the fundamental understanding is in-
complete on how the EHD enhancements are affected by changes
in mass flux, quality, flow regime, heat flux, operating tempera-
ture, and geometrical characteristics of the heat transfer surface.
The research to date, except for the study by Norris et al.@4# and
Bryan and Seyed-Yagoobi@5# has only focused on demonstrating
the EHD enhancement and measuring the average EHD enhanced
heat transfer coefficient. The results presented in this study will
improve the knowledge of how the EHD enhancement is achieved
and how it is affected by quality, flow regime, heat flux, and mass
flux for a given fluid and electrode design.

Electrohydrodynamic „EHD… Phenomena
The EHD phenomena involve the interaction of electric fields

and flow fields in a dielectric fluid medium. This interaction, un-
der certain conditions, will result in electrically induced fluid mo-
tion and/or interfacial instabilities, which are caused by an electric
body force. The electric body force density acting on the mol-
ecules of a fluid in the presence of an electric field consists of
three terms.
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Melcher @6# derived Eq.~1! through a thermodynamic approach,
with the assumption that the polarization is a linear function of the
applied electric field and it is dependent on the fluid density. The
three terms in Eq.~1! stand for two primary force densities acting
on the fluid. The first term represents the force acting on the free
charges in the presence of an electric field and is known as the
Coulomb force. The second and third terms represent the polar-
ization force induced in the fluid. Seyed-Yagoobi and Bryan@7#
provide a more detailed discussion on the electrostatic equations
supporting Eq.~1!.

Figure 1 shows four examples of induced forces on a dielectric
fluid medium, which can result from the application of a nonuni-
form electric field. The electric body force density components
defined in Eq.~1! are responsible for the induced forces on the
dielectric fluid medium. Schematic~a! in Fig. 1 is a representation
of fluid motion resulting from the Coulomb force. A charged body
in a nonuniform or uniform electric field will move along the
electric field lines and impart momentum to the surrounding fluid.
Free charges can be introduced into the fluid medium by direct
injection from an energized sharp electrode resulting in a net
charge in the fluid. Free charges can also be induced within the
fluid without a net charge build up. This charge induction takes
place in the presence of an electric field due to a nonuniformity in
the electric conductivity of the fluid. A nonuniformity in the elec-
tric conductivity can be a result of a temperature gradient and/or
an inhomogeneous fluid. It is important to note that the motion of
the charged body will depend on whether the charged body is
created by direct injection or induction, the strength of the applied
electric field, and whether the applied field is d.c. or a.c. The life
of the charged body will be dependent on the fluid charge relax-
ation time,te , which is a ratio of the electric permittivity to the
electric conductivity of the fluid.

Schematic~b! in Fig. 1 represents translational motion, often
identified as dielectrophoresis, resulting from the generation of the

polarization force in a nonuniform electric field. For the fluid to
experience a net polarization force over a given region, there must
be a relative displacement of positive and negative bound charges
in a body by applying an electric field. An induced dipole, result-
ing from the displacement of the positive and negative bound
charges in a neutral body by applying an electric field, will expe-

Fig. 1 Simple representations of electric body force density
components with «1 and «2 representing the liquid vapor per-
mittivity, respectively. „a… Coulomb force, „b… dielectrophoresis
„type of polarization force …, „c… and „d… are additional variations
of the polarization force.

Table 2 Experimental parameters investigated by the various researchers for the comparison given in Table 1

Reference Tube
Do
mm

L
m Electrode

DE
mm

Tsat
°C

G range
kgÕm2s

x range
kgÕkg

q9 range
kWÕm2

Yabe et al.@2# smooth 10 3.75 perforated tube 5 30 33 & 66 0–0.9 4c

Singh et al.@19# smooth 9.4 1.22 cylindrical 3 25 50–400 0–0.5b 5–20c

Singh et al.@3# smooth 9.4 1.22 cylindrical 3 25 50–400 0–0.5b 5–20c

Singh @20# microfin 12.7 0.3 helical 9.8 25 50–150 0–0.8b 5–30
Salehi et al.@21# microfin 12.7 0.3 helical 9.8 25 50–200 0–0.8b 5, 10
Salehi et al.@1# microfin 12.7a 0.11 cylindrical 9.5a 25 50 & 100 0–0.6b 25

aAnnulus resulting from tube and cylindrical electrode is separated into 12 micro-channels, each with a hydraulic diameter of 2 mm.
bMeasured at inlet to test section and different from test section quality.
cHeat flux is averaged and is not constant along test section.

Table 1 Comparison of EHD enhanced convective boiling results from different researchers. Shown are the different operating
conditions, fluid, applied electric field, EHD power consumption, and the resulting heat transfer coefficient with and without EHD.

Reference Fluid
G

kgÕm2s
x

kgÕkg
q9

kWÕm2
ho

WÕm2K
hEHD

WÕm2K
EE(106)

VÕm
EG(106)

VÕm
QEHD

W

Yabe et al.@2# R123/R134a 33 0.2–0.6 4b,f 500–1000 1050–2000 4.04c 2.02 N/A
Singh et al.@19# R123 75 0a 5b,f 800 3800 5.83 1.86 0.34
Singh et al.@3# R134a 200 0a 5b,f 2100 4600 5.83 1.86 0.23
Singh @20# R134a 50 0.1a 5g 2000 13900 2.22c 1.84c 0.36
Salehi et al.@21# R404A 50 0.3a 10g 3000 7000 1.66c 1.38c 0.01d

Salehi et al.@1# R134a 50e 0.6a 25g 5000 50000 4.55 4.04c 0.01d

aMeasured at inlet to test section and different from local change of quality in the test section.
bAverage heat flux; this is not constant along test section.
cElectric field is based on radius; local electric field is different due to geometrical shape of surface.
dPower was estimated from power ratio presented by researchers.
eEstimated from Reynolds number presented by researchers; based on cross-sectional area of micro-channel.
fTest section heated by hot water.
gTest section heated by resistive electrical heater.
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rience a net unidirectional force in a nonuniform electric field.
One end~the negative end in the sketch! of this dipole in a non-
uniform electric field experiences a higher force than the other end
~the positive end in the sketch!, resulting in a net translation of the
polarized body towards the higher electric field.

There are two ways in which a fluid, which is isotropic~per
phase!both before and after an electric field is applied, can be-
come polarized. The fluid can be inhomogeneous, in the sense that
the permittivity is a function of position, or it can vary with den-
sity. The second term in Eq.~1! is due to inhomogeneities, while
the last term is due to variations in the fluid density. Since the last
term provides a coupling between the fluid density and the electric
field, it is called the electrostriction force density~@6#!. Discussion
has persisted over the years with respect to the electrostriction
force density term in Eq.~1! and whether it can be responsible for
translational motion.

The last two schematics,~c! and ~d!, in Fig. 1 are additional
representations of polarization forces due to the application of a
nonuniform electric field. If an interface exists, such as between a
liquid and vapor, in a nonuniform electric field, an attraction force
is created which draws the fluid of higher permittivity~liquid!
toward the region of higher electric field strength, as shown in
schematic~c! and ~d! in Fig. 1. The bubble in schematic~d!,
which is of lower permittivity than the surrounding liquid, will be
forced to the region of lower electric field strength, as defined by
the second term in Eq.~1!. It should be noted that Jones@8# has
classified the force acting on the bubble, shown in Fig. 1~d!, as the
dielectrophoretic force. The polarization attraction force will oc-
cur whether or not a d.c. or a.c. nonuniform field is applied. How-
ever, the potential accumulation of charge at the interface can
influence the polarization force. Locally, if the charge accumula-
tion is large enough, space charge effects can become significant
and the Coulomb force can be influential.

The application of EHD to two-phase heat transfer problems is
quite complicated. The simple representations shown in Fig. 1
were described individually. However, when an electric field is
applied in a region where two-phase heat transfer is occurring, the
force descriptions shown in Fig. 1 will interact and occur simul-
taneously. All three components of the EHD force density can be
significant or one can dominate over the others. In convective

boiling all three forces will be present, however, the second term
of Eq. ~1! will dominate as the quality and heat flux increase,
which will be shown in the results.

Experimental Apparatus
The experimental apparatus, shown in Fig. 2, was a closed loop

in which refrigerant was pumped with a positive displacement
gear pump instead of a compressor. The refrigerant flowed from
the pump through a flow regulating valve and preheat section and
then through four evaporator test sections of 10, 20, 30, and 50 cm
in length. The refrigerant then flowed to the condenser and accu-
mulator where it was condensed and subcooled before reentering
the pump. The heat removal and operating temperature setpoint of
the apparatus were maintained with a low-temperature recirculat-
ing chiller. The refrigerant flow rate was measured with a turbine
flowmeter located upstream of the preheater~see Fig. 2!. The
temperature upstream of the flowmeter was monitored with a
T-type thermocouple probe to ensure that the flow entering the
flowmeter was subcooled. The working fluid used in all experi-
ments was R-134a. Complete details on the experimental appara-
tus and test procedures are provided by Bryan@9#.

The four test sections, shown in Fig. 2, were connected in series
and heat was provided to each by a recirculating hot water loop.
The different test sections were used to allow for the measurement
of the local heat transfer coefficients and heat fluxes within each
test section. Each test section, as shown in Fig. 3, consisted of a
smooth copper boiling tube~inside diameter514.1 mm and out-
side diameter515.9 mm! surrounded by an acrylic tube~inside
diameter 38.1 mm! in which the hot water flowed. A high-
pressure Pyrex tube~inside diameter 12.7 mm! was placed in
between each test section so the flow entering and leaving each
test section could be observed. The test sections were connected
in a parallel flow configuration with respect to the hot water flow
direction to allow the highest heat fluxes to occur in the 10-cm
section where evaporation would first take place and nucleate
boiling would be the greatest. Also, the parallel configuration did
not allow for potential premature local dryout in the 50-cm section
at certain operating conditions. The inlet and outlet water tem-
perature to each test section was measured with thermistors so that

Fig. 2 Schematic of experimental apparatus
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in all experiments the temperature difference across each test sec-
tion could be accurately measured and maintained to 1°C or less.
The water flow rate to the test sections was controlled and mea-
sured with a turbine flowmeter.

T-type thermocouples were soldered to the outer surface of the
boiling tubes at the top, middle, and bottom in each test section.
Figure 3 gives the exact location of thermocouples in each test
section. Two T-type thermocouple probes were used to measure
the refrigerant saturation temperature. The thermocouple probe
temperature measurement was verified with the saturation tem-
perature measurement obtained from the absolute pressure gage
during calibration. During experiments the thermocouple probes
were used to monitor the saturation temperature, because the ab-
solute pressure gage was only accurate to60.4°C. In all experi-
ments the maximum pressure drop across the test sections corre-
sponded to less than 0.4°C drop in the saturation temperature. One
thermocouple probe was located just upstream of the absolute
pressure tap at the inlet to the 10-cm section and just down stream
of the preheater~see Fig. 2!. The other thermocouple probe was
located downstream of the 50-cm test section.

The electrode geometry used in the experiments was a brass rod
1.6 mm in diameter~see Fig. 3!. The brass electrode was sus-
pended in the center of each test section and held in tension by
two electrode supports, one at the entrance and one at the exit of
the test section. In all experiments the brass electrode was ener-
gized with a positive d.c. high voltage while the copper boiling
tube was grounded.

Data Reduction and Uncertainty Analysis
The heat transfer coefficient in convective boiling experiments

is often determined from the Wilson plot approach. However, in
this research an understanding of how the EHD forces influence
the local and overall heat transfer is of interest. Thus, in all ex-
periments the heat flux, heat transfer coefficient, and quality were
calculated from direct measurements using the following
equations.

q95
ṁcp~Tin2Tout!

pDiL
(2)

Uniform heat flux to the tube surface was assumed and this will be
discussed further when the local heat transfer results are
presented.

The local heat transfer coefficient at each location inside the
tube was calculated from

h5
ṁcp~Tin2Tout!

pDiL~Twi
2Tsat!

. (3)

The local inside wall temperature,Twi
, was calculated through a

one-dimensional conduction analysis, knowing the measured local
outside surface temperature. The conduction through the wall was
accounted for even though its influence was very small.

The flow quality was determined from

x5
~ṁcp~Tin2Tout!/ṁr !

hf g
. (4)

The point in each test section at which the quality was determined
corresponded to the location of each surface thermocouple station.
In all experiments proper preheating was provided to ensure that
the liquid entering the first test section was at a saturated state.

All the temperature instruments were calibrated against a NIST
traceable thermometer, which was accurate to 0.02°C, in a con-
stant temperature bath. The temperature instruments were cali-
brated end to end, that is all wiring, connections, terminal strips,
and the data acquisition were connected when the calibration was
made. The turbine flowmeters were also calibrated in place. The
accuracy uncertainty of the calibration was less than 0.5 percent
for the refrigerant flowmeter and 0.7 percent for the water flow-
meter over the entire calibration range. The flowmeters were, also,
calibrated at various temperatures to account for any temperature
dependencies. All instruments were calibrated over a range large
enough to cover all planned test conditions.

A total uncertainty analysis was performed for all the measured
data and calculated quantities based on methods described by
Kline and McClintock @10# and Taylor @11#. The average and
maximum total uncertainties are shown in Table 3 for the different
measured and calculated quantities. The maximum uncertainties
occurred when EHD was applied at a low heat flux and quality
because the measured temperature differences were small.

An energy balance was performed to check that the sum of the
heat loads to the individual test sections was within the total un-
certainty of the electrical energy input. It was determined that for
all conditions the sum of the energy to the test sections was within
the uncertainty of the measured electrical energy input. Refer to
Bryan @9# for additional details.

Results and Discussion

Verification of Experimental Data. The experimental data
were compared to existing data from Wattelet et al.@12# for one
case ofG5300.7 kg/m2s andTsat55.0°C and the heat transfer
coefficients were within 17 percent. The data trends compared
quite well considering the test sections used by Wattelet et al.@12#
were electrically heated allowing for constant heat flux. The ex-
perimental data were also compared to two correlations because
of the limited experimental data available at similar operating
conditions. Since correlations are developed from large data bases
they can be used to further check the validity of the experimental
data. The two correlations used were by Kandlikar@13# and Wat-
telet @14#. The comparison of the two correlations to the experi-

Fig. 3 Drawing of test section

Table 3 Maximum total uncertainties, measured and
calculated

Measurements

Total Uncertainty

Average Maximum

Surface temperature 60.09°C 60.41°C
Inlet and outlet refrigerant temperature 60.13°C 60.17°C
Inlet and outlet water temperature 60.06°C 60.09°C
Refrigerant mass flux 64.2 kg/m2s 64.3 kg/m2s
Water mass flow rate 60.0027 kg/s 60.0027 kg/s

Calculated Quantitiesa Average Maximum
Quality 613.8% 620.5%
Heat flux 613.1% 620.0%
Heat transfer coefficient 613.4% 639.2%

aUncertainties were smallest on 10-cm section and greatest on 50-cm section and
increased as heat load increased.
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mental data for three different test conditions, with the electrode
in place, is shown in Fig. 4. In general the correlations and ex-
perimental data compare well. The comparison is best for the
mass flux of 99.9 kg/m2s, but varies at the high mass fluxes. The
correlations under predict the heat transfer for the higher mass
fluxes at low qualities, but the correlations compare better to the
experimental data, as the quality increases.

The presence of the electrode did not influence the heat transfer
coefficient significantly. Table 4 shows some average heat transfer
coefficient data with and without the electrode. Except for two
cases of around 30 percent difference, the effect of the electrode
was within the experimental uncertainty. The increase in the heat
transfer coefficient due to the electrode was evident, but the en-
hancement was small.

Electrohydrodynamic „EHD… Enhancement Results. Be-
fore the results are discussed, the issue of constant and uniform
heat flux and the local heat transfer coefficient should be ad-

dressed. A temperature difference of 1°C or less was maintained
across each test section in order to approximate a constant heat
flux to the tube surface. Electrical heating would have been the
correct way to maintain a constant heat flux, but results were
needed for the case that more closely resembled an industrial ap-
plication. Also in all experiments the circumferential heat flux was
assumed uniform. However, the local heat flux, circumferentially,
is nonuniform because the resistance to heat transfer around the
inside of the tube is nonuniform, which is due to the changing
quality and flow regime in the presence or absence of EHD. When
the local heat transfer coefficient is low, the resistance to heat
transfer is high and the calculated heat flux~which is assumed
circumferentially uniform! is higher than the true local heat flux.
When the local heat transfer coefficient is high, the resistance to
heat transfer is low and the calculated heat flux is lower than the
true local heat flux. Thus, the circumferential EHD enhanced or
suppressed heat transfer coefficients presented here will be, re-

Fig. 4 Comparison of experimental data to correlations by Kandlikar †13‡ and Wat-
telet †14‡ for three operating conditions
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spectively, lower or higher than those of the true local values. The
local surface temperatures were measured in order to determine
local heat transfer coefficients to study the influence of the EHD
forces on the convective boiling heat transfer. The local surface
temperature measurement is used to calculate the heat transfer
coefficient for that specific location based on the uniform heat flux
assumption and approximation.

The first set of results is shown in Figs. 5–7 for an average
mass flux of 99.9 kg/m2s and an average saturation temperature of
4.9°C. The convective boiling begins in the 10-cm section and
proceeds through the 50-cm section. Experimental results shown

in Figs. 5–7 are for the 10-cm section, second downstream loca-
tion ~20 cm from inlet to test section! in the 30 cm section, and
second downstream location~37.5 cm from inlet to test section! in
the 50-cm section, respectively. The above test section locations
were chosen because they showed the most pronounced influence
of the EHD forces on the heat transfer enhancement or suppres-
sion. The results, in each figure, are presented in five plots. Plot
~a! shows the experimental data at 0 kV on the flow map by Taitel
and Dukler@15#. The flow map provides acceptable information
on the flow regime structure without EHD. This is to say that the
flow regimes were visually observed both with and without the

Table 4 Selected results showing the influence of electrode presence on heat transfer

Refrigerant Electrode Tset~°C! G„kgÕm2s… qavg9 „kWÕm2
… xin„kgÕkg… xout„kgÕkg… havg„WÕm2K… %dif

R-134a no 25.2 102.2 22.5 0.00 0.43 4057 12.9
yes 25.1 101.4 23.0 0.00 0.45 4582

R-404A no 25.7 101.3 27.4 0.00 0.67 4768 0.1a

yes 25.4 101.2 27.8 0.00 0.68 4762
R-134a no 25.0 248.8 70.8 0.00 0.11 9974 1.2a

yes 25.1 252.4 69.7 0.00 0.10 9849
R-134a no 25.0 248.8 31.1 0.27 0.38 4874 28.3

yes 25.1 252.4 33.9 0.28 0.40 6255
R-404A no 25.0 250.3 59.3 0.00 0.58 7567 7.2

yes 24.9 250.3 61.0 0.00 0.60 8120
R-404A no 25.0 299.6 71.8 0.00 0.59 8863 7.1

yes 24.9 299.9 72.6 0.00 0.60 9492
R-134a no 25.0 399.4 109.2 0.00 0.10 14989 27.7

yes 24.8 401.4 105.9 0.00 0.09 19138

ano measurable influence due to the electrode

Fig. 5 Results with R-134a in a smooth tube for the 10-cm section at TsatÄ4.9°C
and GÄ99.9 kgÕm 2s: „a… the flow map, „b… average heat transfer coefficient data,
and „c… local heat transfer coefficient data
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electrodes in place to be within the region plotted on the flow map
by Taitel and Dukler@15#. However, these observations were only
qualitative and the flow map is only meant to provide a basis to
compare the measured results. The local heat transfer coefficients
calculated from the experimental data, at the top, middle, and
bottom of the boiling tube, provided additional verification of the
flow regimes observed at the exit of the test section and deter-
mined by the flow map. For example, for stratified wavy flow as
shown in Fig. 5, the heat transfer coefficient is expected to be
greatest on the bottom and lowest on the top as the quality in-
creases because vapor occupies the top portion of the tube. Plot
~b! shows the average heat transfer coefficient and heat flux versus
quality. Plot~c! shows the remaining three graphs of the local heat
transfer coefficients versus quality for the top, middle, and bottom
of the boiling tube. The average heat transfer coefficient shown in
the plot ~b! is the average of the top, middle, and bottom local
heat transfer coefficients. The heat flux versus quality shown in
the plot~b! is also applicable to the local heat transfer coefficient
data at the identical quality value.

The behavior of two-phase heat transfer without EHD in the
different test section locations should be addressed before the in-
fluence of the EHD forces is addressed. The stratification of the
flow can be seen in the local heat transfer coefficients for the 0 kV
data. As the heat flux increases, the heat transfer coefficients begin
to differ between the top, middle, and bottom of the boiling tube
as seen in Figs. 5~c!–7~c!. This is evidence of flow stratification,
because the vapor is collecting in the top portion of the tube and is
beginning to reduce the rate of heat transfer at the top of the tube.

At the low heat fluxes and low qualities, primarily in the 10-cm

section, there is scatter in the heat transfer data. The scatter is due
to the variation in the active nucleation sites where each local heat
transfer coefficient was measured. Although these measurements
were made under the same operating conditions and at the same
location, the experiments were performed with increasing heat
flux and other times with decreasing heat flux, which resulted in
variations in the number and location of active nucleation sites.

The application of the EHD force density to the convective
boiling produces some very significant and different results as the
flow regime and heat flux change. This is very evident as the flow
proceeds and changes from the 10-cm section to the 50-cm sec-
tion. In the 10-cm section, as shown in Fig. 5~b!, the average EHD
enhancement at 5 and 15 kV is evident throughout the heat flux
range except at the highest two heat fluxes at 15 kV. The local
maximum EHD enhancement is about 100 percent, 60 percent,
and 80 percent at 15 kV for the top, middle, and bottom of the
tube, respectively, for a heat flux range from 20 to 80 kW/m2. In
this heat flux range, the EHD enhancement is consistent with the
EHD enhancement seen in pool boiling~refer to Seyed-Yagoobi
et al., @16#!. At the highest two heat fluxes, the EHD forces are
suppressing the heat transfer. The polarization forces~see Figs.
1~c! and 1~d!!are beginning to dominate and cause the heat trans-
fer suppression at 15 kV. With the current electrode design, the
suppression is attributed to the attraction of the liquid refrigerant
to the high voltage electrode~high electric field strength!, which is
in the center of the tube and forcing the vapor bubbles, as they are
formed, to be pressed to the grounded boiling tube surface~low
electric field strength!. This has been observed in pool boiling
experiments@17# where the vapor bubbles are held in place by

Fig. 6 Results with R-134a in a smooth tube for second location „20 cm from
inlet to test section … on the 30-cm section at TsatÄ4.9°C and GÄ99.9 kgÕm 2s: „a…
the flow map, „b… average heat transfer coefficient data, and „c… local heat trans-
fer coefficient data
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the polarization forces against the tube as they form and grow,
thus decreasing the local heat transfer and increasing the wall
temperature. It is important to realize that forcing vapor bubbles
back to the heated surface where they were formed and sweeping
them around the surface~due to the polarization forces and the
asymmetric electric field distribution! has been shown to promote
enhanced nucleate boiling heat transfer since the sweeping im-
proved the heat transfer from the evaporation micro layer to the
bubble~@18#!. However, in convective boiling where the fluid~liq-
uid and vapor!is confined in the tube, the polarization forces can
redistribute the liquid and vapor, forcing more vapor at the tube
wall and attracting the liquid to the tube center. When the heat
flux is high, this redistribution of the liquid and vapor due to the
polarization forces can cause the resistance to heat transfer to
increase at the tube wall as more vapor bubbles are produced.

Moving further downstream to the second location on the
30-cm section, the flow regime has transitioned to stratified-
annular flow, as seen in the flow map without EHD in Fig. 6~a!.
The most pronounced influence of the EHD forces can be seen in
Figs. 6~b!and~c!. This is a point in the flow where it can be seen
that the flow regime has a significant impact on the EHD enhance-
ment potential. At 5 kV some heat transfer enhancement is occur-
ring at each tube location. Increasing the applied voltage to 15 kV
changes the enhancement behavior significantly. At the low heat
flux and quality, there is some enhancement at the top of the tube,
but the enhancement increases substantially towards the bottom of
the tube. The maximum local EHD enhancement at 15 kV on the
bottom of the tube is a significant 650 percent at the lowest heat
flux, but the decrease is extreme as the heat flux increases. The
EHD forces on the bottom of the boiling tube generate an en-

hanced heat transfer coefficient of 22,733 W/m2K at a heat flux of
11.8 kW/m2 and a suppressed heat transfer coefficient of 1798
W/m2K at 52.7 kW/m2. The EHD forces are only providing en-
hancement for this location at heat fluxes below 25 kW/m2. Above
25 kW /m2, the EHD forces are continuously suppressing the heat
transfer as much as 380 percent on average and over 500 percent
locally at the highest heat fluxes.

It is evident that the flow regime is influencing the EHD en-
hancement around the tube. At the low heat fluxes, the EHD
forces produce substantial heat transfer enhancement at 15 kV.
The Coulomb force and primarily the polarization force together
are producing the significant enhancement, because a mixture of
liquid and vapor is present and the wall superheat is low enough
that the nucleation at the tube surface is not too substantial. At this
point, the EHD forces are generating secondary fluid motion and
the polarization forces are acting at the liquid-vapor interface to
move the bubbles around the tube surface as they are formed.
However, as the heat flux increases, more nucleation occurs at the
tube wall, and the polarization forces attract the remaining liquid
and force the bubbles to stay at the tube surface. This leads to
decreased enhancement at the bottom of the tube and suppression
at the top and middle of the tube. When more energy is added to
the flow and the quality increases, the flow transitions to the an-
nular regime. In this regime, the thinner liquid layer at the top of
the tube can be removed by the polarization forces. By removing
the liquid layer, the heat transfer is reduced and in some cases
local dryout can be initiated. On the bottom of the tube, initially
the EHD forces thin the liquid layer and thus increase the heat
transfer because the layer is of sufficient thickness to cause im-
proved vaporization. However, as the heat flux increases, the liq-

Fig. 7 Results for R-134a in a smooth tube for second location „37.5 cm from
inlet to test section … on the 50-cm section at TsatÄ4.9°C and GÄ99.9 kgÕm 2s:
„a… the flow map, „b… average heat transfer coefficient data, and „c… local heat
transfer coefficient data

362 Õ Vol. 123, APRIL 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



uid layer is thinned further and the vapor bubbles that form on the
wall are being pressed to the wall due to the EHD forces, resulting
in a decrease in the heat transfer coefficient. In the 30-cm test
section it can be seen how the EHD forces can drastically enhance
the heat transfer at one heat flux level and quality and suppress the
heat transfer at another. The strength of the EHD forces will de-
termine how drastic this behavior will be, as seen when the ap-
plied voltage is increased from 5 kV to 15 kV. This suggests that
the enhancement can be optimized, but it will be highly dependent
on the quality, heat flux, and flow regime.

Moving to the last test section, the EHD enhancement at 5 kV
becomes more significant compared to the other test sections, as
seen in Figs. 7~b!and ~c!. Limited data were obtained at 5 kV at
low heat fluxes and 15 kV throughout most of the heat flux range,
due to arcing in the test section. It is important to note that the
arcing was an electrode connection problem and not due to the
convective boiling conditions. In the 50-cm section the flow was
observed to be completely in the stratified-annular regime for the
results shown in Fig. 7. At 5 kV, optimum conditions appear to
occur and the enhancement reaches a peak of over 90 percent at a
quality and heat flux of 0.41 kg/kg and 21 kW/m2, respectively.
The few data points at 15 kV show the rapid decay from enhance-
ment to suppression at the high heat fluxes.

The influence of the mass flux for some selected results is pre-
sented in Figs. 8 and 9, showing heat transfer results for the in-
termittent and annular flow regimes, respectively, at mass fluxes

of 101.3 and 300.4 kg/m2s at a saturation temperature of 25°C.
The flow at a mass flux of 101.3 kg/m2s was stratified as discussed
earlier in the flow maps without EHD and the flow at 300.4
kg/m2s was not stratified. However, the vapor bubbles, as they
formed, tended to migrate toward the top of the tube even at the
higher mass flux, because the flow is horizontal. The plots shown
in Figs. 8 and 9 are in the same format as Figs. 5–7.

In the intermittent~bubbly and slug!flow regime, as shown in
Fig. 8~a!, the effect of the two different mass fluxes can be seen in
the difference in the local heat transfer coefficients at 0 kV. For
the mass flux of 300.4 kg/m2s, the local heat transfer coefficients
without EHD are highest at the top of the tube and decrease to the
bottom of the tube as the heat flux increases. The opposite occurs
for the mass flux of 101.3 kg/m2s. The liquid motion in the top
portion of the tube is greater at 300.4 kg/m2s compared to 101.3
kg/m2s, but there is still less liquid in the top portion of the tube
compared to the bottom, since the vapor bubbles are migrating
toward the top of the tube. Greater evaporation is most likely
occurring in the top of the tube at 300.4 kg/m2s, due to the greater
percentage of vapor in the top portion of the tube resulting in a
thin liquid film at the wall.

The prime reason the heat transfer coefficients are lower at
101.3 kg/m2s is that the heat flux is lower~see Fig. 8!. As men-
tioned earlier, the heat transfer at these mass fluxes is nucleate
boiling dominated. This is verified by examining the data shown

Fig. 8 Mass flux comparison in intermittent flow regime for R-134a in a smooth
tube at a Tsat of 25°C: „a… the flow map, „b… average heat transfer coefficient data,
and „c… local heat transfer coefficient data
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in Fig. 9, where flow regime is primarily annular and the heat
transfer coefficient and heat flux are the same at 0 kV for both
mass fluxes throughout the quality range.

The EHD enhancement has decreased in the intermittent flow
regime with the increased mass flux, as seen in Figs. 8~b! and~c!.
This would be expected because the EHD forces are acting pri-
marily in the radial direction with this electrode design and, as the
mass flux is increased, the fluid momentum is increasing in the
axial direction. Therefore, the EHD forces, which are generating
secondary fluid motion, attracting the liquid to the energized elec-
trode and repelling the vapor bubbles toward the tube wall, are
smaller relative to the axial momentum force at the higher mass
flux. However, the EHD forces are still large enough to cause
some suppression at the higher heat fluxes. This concept was theo-
retically confirmed recently by Bryan and Seyed-Yagoobi@5#.

In the annular flow regime, as shown in Figs. 9~b! and ~c!, the
EHD enhancement is also influenced by the change in mass flux.
The EHD enhancement at 101.3 kg/m2s is high at low heat fluxes
and decreases with increasing heat flux to the point of suppressing
the heat transfer at the highest heat fluxes. This is the same be-
havior, except for low heat fluxes on the tube bottom, as shown in
Figs. 5–7 for the mass flux of 99.9 kg/m2s and saturation tem-

perature of 4.9°C. The EHD enhancement at 300.4 kg/m2s is quite
different. The local heat transfer coefficients, at 15 kV, increase,
reach a peak, and then decrease as heat flux increases, but they are
never lower than the local heat transfer coefficients at 0 kV. This
is similar behavior to the 5 kV results shown in Figs. 7~b! and~c!
and provides more support that there exists an optimum quality,
flow regime, heat flux, and mass flux for a specific applied voltage
and electrode design where the EHD forces will produce the
greatest enhancements. This optimum is much more pronounced
at 101.3 kg/m2s, but only on the bottom of the tube. The reason
that there are EHD enhancements for 300.4 kg/m2s at the higher
qualities and heat fluxes is believed to be related to the EHD
forces relative to the axial momentum. The ability of EHD force
to extract the liquid from the tube wall decreases as the axial
momentum increases due to the increase in mass flux~also see
Bryan and Seyed-Yagoobi@5#!. However, the EHD forces are
strong enough to generate instabilities at the liquid-vapor inter-
face, thus enhancing the heat transfer.

One might expect that the application of the EHD forces would
only provide enhancement at low qualities and suppression at
higher qualities from the results presented in Figs. 5–9. This is not
necessarily true for two reasons. First and most important is that

Fig. 9 Mass flux comparison from intermittent to annular flow regimes for R-134a
in a smooth tube at a Tsat of 25°C: „a… the flow map, „b… average heat transfer
coefficient data, and „c… local heat transfer coefficient data
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the change in quality was achieved by increasing the heat flux.
Therefore, when the EHD forces were suppressing the heat trans-
fer at the higher qualities, primarily in the annular flow regimes,
the heat flux was also high. Refrigeration applications on average
operate at heat fluxes lower than 30 kW/m2, and most of the
suppression due to the EHD forces occurred above 30 kW/m2.
The high heat flux appears to be a significant contributing factor
to the suppression. This can be seen by examining the data shown
in Figs. 10 and 11. The heat transfer coefficient and heat flux for
two locations atG5300.4 kg/m2 and Tsat524.9°C and atG
5101.3 kg/m2 and Tsat525.1°C are shown in Figs. 10 and 11,
respectively. What is interesting is that the suppression occurs in
the 30-cm section as shown Fig. 10~a!, where the heat flux is
much higher, but not in the 50-cm section as shown in Fig. 10~b!,
at G5300.4 and 101.3 kg/m2, which is further downstream from
the 30-cm section and at a higher quality. When the heat flux is
high, the rate of bubble nucleation at the tube surface is high. This
can make it easier for the polarization force to remove the smaller
amount of liquid from the tube surface, thus suppressing the heat
transfer. The strength of the EHD forces relative to the structure
of the convective boiling flow is also important and is the second
reason that heat transfer enhancement does not necessarily occur
only at low qualities. As shown in Fig. 9 there is an optimum
enhancement that can occur for a given electric field strength and
electrode design.

The experimental data presented in this work provide additional
insight into the influence of the EHD forces on convective boiling
heat transfer. Some of the observations presented and discussed in
this paper were verified in a theoretical analysis, which was per-
formed by Bryan and Seyed-Yagoobi@5# to relate the radial EHD
pressure to the change in the axial momentum flux. They showed

that the heat transfer enhancement and pressure drop penalty were
directly proportional to the ratio of the radial EHD pressure to the
change in the axial momentum flux. Finally, pressure drop and
EHD power consumption were not presented in this work. How-
ever, detailed pressure drop and EHD power consumption can be
obtained from Bryan@9#.

Conclusions
From the experimental data, it is evident that the EHD forces

can generate significant enhancements in the convective boiling
heat transfer coefficient. However, the enhancements are highly
dependent on the quality, flow regime, heat flux, mass flux, and
the strength of the radial EHD forces relative to the flow axial
momentum. In many cases the EHD forces can even drastically
reduce the rate of heat transfer as is evident in the data at high
heat fluxes and qualities. The primary mechanism of the EHD
force density, which is generating the enhancement or suppression
is the force resulting from the local change in permittivity be-
tween the liquid and vapor. This force, as depicted in Fig. 1, will
attract the liquid towards the higher electric field strength, the
electrode in the center of the tube, and force vapor bubbles to the
lower electric field strength, the tube wall in the present design.
When this force is enhancing heat transfer it is thinning and/or
destabilizing the liquid layer, depending on the mass flux. How-
ever, this force can thin the liquid layer to a point of removing it
and can drastically reduce the heat transfer, especially at low mass
fluxes and high heat fluxes.

As the evaporation process progressed through the test sections,
a flow regime was being approached in which the electrode design
used in this work produced the highest heat transfer enhance-

Fig. 10 Influence of heat flux on EHD enhanced heat transfer for R-134a in a
smooth tube at GÄ300.4 kgÕm 2s and TsatÄ25.0°C: „a… second location „20 cm
from inlet to test section … on the 30-cm section, „b… second location „37.5 cm
from inlet to test section … on the 50-cm section
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ments. The experimental data provided evidence that an optimum
EHD enhancement exists for a given quality, flow regime, heat
flux, and mass flux for a specific electrode design. The electrode
design used in this work is a simple design and it is not the
optimum design to achieve the highest overall heat transfer en-
hancement. It is evident from the results that EHD enhancement
of convective boiling has some promise. However, as the heat flux
and quality continued to increase, the heat transfer enhancement
decreased and eventually resulted in heat transfer suppression un-
der certain operating conditions. Therefore, the electrodes must be
properly designed with respect to the quality, flow regime, heat
flux, and mass flux ranges to be experienced. It is important to
note that the electrode design, applied voltage, and electrical prop-
erties of the fluid will also affect the EHD enhancement.
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Nomenclature

cp 5 specific heat~J/kgK!
DE 5 electrode diameter~mm!
Di 5 boiling tube inside diameter~mm!
Do 5 boiling tube outside diameter~mm!

E 5 electric field strength~V/m!
EE 5 electric field strength at electrode~V/m!

EG 5 electric field strength at ground~V/m!
f e 5 EHD force density~N/m3!

FTD 5 Taitel and Dukler flow parameter
@G2x2/rv(r l2rv)Dig#1/2

G 5 mass flux~kg/m2s!
g 5 gravitational acceleration
h 5 heat transfer coefficient~W/m2K!

hEHD 5 heat transfer coefficient with EHD~W/m2K!
hf g 5 latent heat of vaporization~J/kg!
ho 5 heat transfer coefficient without EHD~W/m2K!
L 5 length of test section~cm!
ṁ 5 mass flow rate of water~kg/s!

ṁr 5 mass flow rate of refrigerant~kg/s!
QEHD 5 EHD power~W!

q9 5 heat flux~kW/m2!
Tin 5 inlet hot water temperature~°C!

Tout 5 outlet hot water temperature~°C!
Tsat 5 refrigerant saturation temperature~°C!
Twi 5 tube inside surface temperature~°C!
Two 5 tube outside surface temperature~°C!

x 5 quality ~kg/kg!
Xt 5 Martinelli parameter
« 5 permittivity ~pF/m!
r 5 density~kg/m3!

re 5 charge density~C/m3!
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Transport Phenomena During
Solidification Processing of
Functionally Graded Composites
by Sedimentation
A combined experimental and numerical investigation of the solidification process during
gravity casting of functionally graded materials (FGMs) is conducted. Focus is placed on
understanding the interplay between the freezing front dynamics and particle transport
during solidification. Transparent model experiments were performed in a rectangular
ingot using pure water and succinonitrile (SCN) as the matrix and glass beads as the
particle phase. The time evolutions of local particle volume fractions were measured in
situ by bifurcated fiber optical probes working in the reflection mode. The effects of
important processing parameters were explored. It is found that there exists a particle-
free zone in the top portion of the solidified ingot, followed by a graded particle distri-
bution region towards the bottom. Higher superheat results in slower solidification and
hence a thicker particle-free zone and a higher particle concentration near the bottom.
The higher initial particle volume fraction leads to a thinner particle-free region. Lower
cooling temperatures suppress particle settling. A one-dimensional multiphase solidifica-
tion model was also developed, and the model equations were solved numerically using a
fixed-grid, finite-volume method. The model was then validated against the experimental
results and subsequently used as a tool for efficient computational prototyping of an
Al/SiC FGM. @DOI: 10.1115/1.1339976#

1 Introduction
The recently developed functionally graded materials~FGMs!

have been highly considered as candidate materials for applica-
tions in severe environments confronting modern technologies.
Among various FGMs, metal matrix composite FGMs are of great
practical interest. Metal matrix composite FGMs feature gradual
compositional variations from ceramic at one surface to metal at
the other, leading to the unique advantages of a smooth transition
in thermal stresses across the thickness and minimized stress con-
centration at the interface of dissimilar materials. As a result, such
FGMs are rapidly finding applications in aggressive environments
with steep temperature gradients such as turbine components and
rocket nozzles.

Presently, there is no reliable and inexpensive way of fabricat-
ing FGMs that allows for bulk production of large parts. Current
methods of fabrication include solidification processing, chemical
vapor deposition, plasma spray and powder metallurgy techniques
@1#. Of these, perhaps the most economical and attractive process-
ing route is gravity or centrifugal casting. The process involves
the addition of a reinforcing particle phase to a liquid metal matrix
and mixing them uniformly, followed by segregation of particles
and liquid under gravity or in a centrifugal field to create a desired
gradient in the particle concentration, and finally preservation of
the spatially graded structure by solidification. Various FGMs
such as metal-intermetallic compounds, metal-ceramics and metal
alloy-ceramics have been successfully synthesized by this method
@2–4#.

A wealth of complex transport phenomena may occur in solidi-
fication processing of FGMs, including the transport of fluid, heat
and solute, which governs the migration of particles in a liquid
matrix, the interactions of particles with the advancing solidifica-
tion front, and finally the incorporation of particles within the
solidifying matrix. In order to create a desired particle distribution

in the solidified part, the solidification time must be controlled
such that it will be long enough to create the particle gradient but
short enough to ‘‘freeze’’ the graded particle distribution in place.
Therefore, it is of paramount importance to understand the solidi-
fication process with particle motion.

Particle sedimentation without solidification has been studied
extensively in both fluidized bed and aqueous systems, but only a
few investigations have addressed this problem in liquid metals.
Hanumanth et al.@5# studied the sedimentation behavior of high
volume fraction~as high as 0.30!of 90 mm diameter SiC particles
in liquid aluminum using an electrical resistance probe to measure
the in situ particle volume fraction. A multiphase hydrodynamic
model was developed to describe the sedimentation. Using the
same resistance probe, settling and clustering of 14mm SiC par-
ticles in Al melts were monitored and analyzed by Irons and
Owusu-Boahen@6#. From their analysis, the observed settling
rates were consistent with that of 38mm clusters containing;42
percent particles by volume within the clusters. It was concluded
that intense stirring prior to settling would result in smaller
clusters.

Solidification of particle-reinforced metal-matrix composites
~SiC particle in an aluminum alloy! was recently studied by Ha-
numanth and Irons@7# both numerically and experimentally. A
one-dimensional enthalpy model was developed. In their model,
particle velocity was simply estimated from the Richardson-Zaki
hindered settling correlation@8#, without solving the coupled mo-
mentum and continuity equations. This approach implies that the
counter-current displacement flow of liquid due to particle sedi-
mentation was not accounted for, which could lead to substantial
overestimation of the particle phase velocity~i.e. by a factor of
1/(12«p) , where«p is the particle volume fraction!. The mushy
zone evolution was described using the Scheil equation. The ef-
fects of cooling rate and thermal conductivity of SiC particles
were explored. It was proposed that the SiC particle thermal con-
ductivity should be on the order of the single crystal value for
accurate representation of cooling rates and particle settling, al-
though very little settling was found to occur for the prescribed
cooling condition. Feller and Beckermann@9# developed a multi-
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phase model for the alloy solidification of metal-matrix particulate
composites with convection. The Happel@10# hindered settling
function was used. The model was applied to various one and
two-dimensional Al-7 wt pct Si/SiC systems. Good agreement
was found between the simulation and available experimental
sedimentation results in A356 systems containing clustering and
non-clustering SiC particles.

The previous studies focused mainly on the final distribution of
particles, whereas virtually no information on the time evolution
of the coupled solidification and sedimentation events was re-
vealed. Therefore, detailed mechanisms for particle segregation in
a solidifying matrix, which are of paramount importance for the
design of FGMs, remain elusive. Also, limited experimental work
in the past has not provided detailed data on time evolution of the
particle concentration distribution during matrix solidification.
The availability of these data during processing is necessary to
rigorously validate any sophisticated model describing FGM so-
lidification. The present work is thus aimed at studying the de-
tailed solidification process during gravity casting of FGMs by
means of in situ measurements of both temperature and particle
volume fraction. Transparent model experiments were performed
using pure substances as the matrix and glass beads as the particle
phase. Local particle volume fractions were measured by fiber
optic probes, making it possible to obtain the volume fraction
changes with time during settling and solidification. Subsequently,
a one-dimensional numerical model, derived from the general
multiphase solidification model of Wang@11#, was developed and
validated against the experimental results. The validated code was
used as a tool for ‘‘computational prototyping’’ of as-cast FGMs.

2 Experimental Setup and Procedures
The experimental setup is schematically shown in Fig. 1. The

rectangular test cell consists of a stainless steel heat exchanger
cold plate as the bottom wall, a Plexiglas top wall and center
section. Cooling was accomplished by passing a mixture of eth-
ylene glycol and water~1:1! through the heat exchanger.

The glass beads supplied by MO-SCI Corporation were used as
the particle phase. The mean diameter of the particles was found
to be 30mm with a standard deviation of 9mm. The matrix liquids
were succinonitrile from Alfa Aesar~purity: 981 percent, melting
temperature 58°C! and distilled water, respectively.

A. Temperature Measurement. Temperature measure-
ments were performed using copper-constantan~type-T! thermo-
couples that were mounted through the top panel of the test cell.
Modular plug-in thermocouples~Omega Model number TMQSS-
020-6!were used, calibrated to an accuracy of60.3°C. Four ther-
mocouples were placed at different height in the test cell, with
positioning uncertainty of61 mm. Each experiment was repeated
three times by varying the horizontal position of each thermo-
couple at fixed height. The maximum temperature difference
along the horizontal plane was found to be 0.5°C.

B. Particle Volume Fraction Measurement. There are a
number of techniques for the measurement of solid concentrations
in multiphase flows@12#. Among these techniques, fiber optic
probes working in reflection mode are extensively used, especially
for gas/solid flows in circulating fluidized beds. In the reflection
mode, light is carried by the emitting fiber into a measuring vol-
ume and reflected back by the particles to the receiving fiber.
Therefore, the reflection mode is especially suitable for measure-
ments of dense suspensions.

Characteristics of Fiber Optical Probes.Plastic bifurcated fi-
ber optic probes~model PBP26U!from Banner Engineering Cor-
poration were used in this study. The probe has two parallel plas-
tic optical fibers of 0.5 mm core size, bifurcated and shielded by
annealed stainless steel. The probe was connected to an analog
Umni-Beam sensor head~model OASBFP, Banner!, which con-
tains a light source~visible redl5650 nm!for the emitting fiber
and a photodetector for the receiving fiber to convert the reflected
light intensity to voltage signals. The time constant of the sensor
is 2 ms, rendering the probes sufficiently fast for transient experi-
ments. Subsequent signal sampling and processing were made by
a PowerMac computer. More details can be found in Gao et al.
@13#.

Calibration. Each probe was calibrated before being used in
the experiments. Detailed calibration procedures are described in
Gao et al.@13#. The calibrations were first made in water/glass-
bead suspensions. It was found that the measurement can be de-
scribed by

DU5U2U05a«p
b , (1)

whereU is the output of the sensor at a particle volume fraction of
«p , and U0 represents the reading obtained in the same fluid
without particles. This correlation is consistent with those shown
by Hartge et al.@14# and Nieuwland et al.@12#. It is also found
that the exponentb depends only on the properties of the particles
and probes whereas the factora depends on the carrier fluid~i.e.,
the liquid matrix here!. Since the exponentb is independent of the
type of fluids, the values ofb determined in water/glass-bead sus-
pension can be used in other glass-bead suspensions with trans-
parent carrier fluids. This offers great advantages for the calibra-
tion of probes, especially for those carrier fluids that are solid at
room temperature such as succinonitrile~SCN!. Several suspen-
sions of SCN/glass-bead with known particle volume fractions,
namely 15 percent, 20 percent, and 40 percent, were used to ob-
tain the numerical factors. These calibrated values along with
complete calibration curves are given in detail in Gao et al.@13#.

During the solidification and sedimentation experiments, the
probes were inserted into the test cell through the top wall and
were positioned by a scale, with positioning uncertainty of61
mm.

C. Experimental Procedures. Suspensions were prepared
by mixing particles with a liquid matrix. Before the experiments,
the mixture was preheated to a certain superheat by pumping the
working fluid from the heating circulator through the heat ex-
changer. At the desired temperature, the melt was stirred to form
a homogenous suspension. At the same instant when stirring was
stopped, the fiber optic probes and thermocouples were quickly
inserted into the test cell. At this point, the coolant with preset
temperature was run through the heat exchanger and the data ac-
quisition system was initiated, with the sampling rate of 0.5 Hz
for both temperature and particle volume fraction measurements.

3 Numerical Modeling

A. Model Formulation. A general multiphase modeling
framework developed by Wang@11# is used to build the present
model. The following assumptions are invoked:

Fig. 1 Schematic of experimental setup
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1 One-dimensional planar solidification.
2 The model treats particles, liquid and forming solid as sepa-

rate phases.
3 The motion of particles is slow and reaches the terminal ve-

locity instantaneously. This assumption is appropriate due to the
small size of the particles.

4 Local thermal equilibrium exists, which is justified by the
typically large thermal conductivities of metals.

5 Particle pushing at the solid/liquid interface does not occur
due to the relatively high advancing velocity of the solidification
front in the present study as compared to the critical velocity for
pushing, as shown by Gao et al.@13#. This fact is also well sup-
ported by our experimental observations.

6 The particles are rigid and spherical, and do not react chemi-
cally with the matrix.

7 Volume change during solidification is negligible.
8 All thermophysical properties are assumed to be constant as

given in Tables 1 and 2.

With the preceding assumptions, a working model can be for-
mulated from the general multiphase model as follows.

Mass Conservation Equations

Particle:
]

]t
~rp«p!1

]

]y
~rp«pvp!50 (2)

Solid:
]

]t
~rs«s!5Gs (3)

Liquid:
]

]t
~r l« l !1

]

]y
~r l« lv l !52Gs (4)

Momentum Conservation Equations

Particle: 2«p

]p

]y
2rp«pg1M p

d50 (5)

Liquid: 2« l

]p

]y
2r l« lg2M p

d50 (6)

Energy Conservation Equation

]

]t
@~rs«sCps1rp«pCpp1r l« lCpl!T#

1
]

]y
@~rp«pCppvp1r l« lCplv l !T#

5
]

]y F ~«sks1«pkp1« lkl !
]T

]y G1Gs@Dh1~Cps2Cpl!Tm#

(7)

Boundary Conditions
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50,

]«p

]y
5

]« l
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Initial Conditions

T5Ti «p5«pi «s5« l50 at t50

Constitutive Equation

«p1«s1« l51 (8)

Following Wang @11#, the liquid-particle drag termM p
d in a

multiparticle system can be modeled as

M p
d5

18~12« l !m lC«

d2 « l
2~v l2vp!, (9)

where the settling ratio for a multiple particle system,C« , ac-
counts for all departures from the idealized single solid sphere
settling as described by Stokes law. In this study, the well estab-
lished hindered settling function of Richardson and Zaki@8# was
utilized,

C«5~12«p!24.65. (10)

Further manipulation of momentum Eqs.~5! and ~6! by incor-
porating Eqs.~2!–~4! and ~9! gives:

vp52
~rp2r l !«pgd2

18m l~12« l !C«~«p1« l !
2 v l52

«pvp

« l
. (11)

Equation~11! is valid in the free particle regime, whereas for
the packed bed regime bothvp andv l are set to be zero.

B. Numerical Procedures. The conservation equations are
solved simultaneously using a fixed-grid, single-domain numeri-
cal solution procedure. A fully-implicit, control-volume based fi-
nite difference method is utilized to discretize the conservation
equations~2!, ~3!, and~7!, with the finite-difference coefficients

Table 1 Thermophysical properties of succinonitrile Õ
glass-bead

Data from Refs.@17#, @19#, @20#.

Table 2 Thermophysical properties of Al ÕSiC

Data from Refs.@18#, @21#, @22#.
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evaluated by the upwind scheme. The discretized equations are
solved iteratively. The detailed procedures can be found in the
literature@13#.

Stringent numerical tests were performed to ensure that solu-
tions were independent of the grid size and time step. For a typical
water/glass-bead solidification system, the maximum difference in
temperature and particle volume fraction is less than 0.02°C and
0.1 percent, respectively for a grid size containing 40 to 150 con-
trol volumes. Virtually no difference was found in the results for
time steps ranging from 0.02 s to 5 s. It was found that a grid
containing 60 control volumes in they-direction with a single
control volume in thex-direction provides sufficient spatial reso-
lution. Previous experience has also shown that such a grid is able
to capture all dynamic solidification features at a reasonable com-
putational cost@11#. A time step of 0.5 s was utilized for all
simulations reported in the following.

4 Results and Discussion

A. Model Validation

Sedimentation. A mixture of water and 8.5 percent volume
fraction of glass beads was poured into the test cell to produce a
melt height of 6 cm. The sedimentation results are plotted in Fig.
2. It can be seen that in general, the model prediction agrees well
with the experimental results, which show the characteristics of
one-dimensional batch sedimentation, as depicted in the literature
@7,15#. That is, a particle-free zone starts to form from the top and
a layer of sediment on the bottom; in the middle portion of the
cell, the particle volume fraction remains the initial particle vol-
ume fraction for a period of time and then starts to monotonically
decrease to zero. Note that within the sediment bed~i.e., 1 cm
away from the bottom!, the particle volume fraction approaches
40 percent, lower than the random close packing factor of 60
percent. This can be attributed to the fact that the particles may
form clusters during sedimentation, resulting in a loosely packed
sediment at the bottom. This packing limit will be utilized in all of
the numerical simulations. The experimental result for the loca-
tion 5 cm away from the bottom exhibits faster settling than the
model prediction, which may be due to the fact that the vortex
motion of the suspension during the stirring persists and hence
expedites the settling. This effect is most pronounced on the set-
tling of particles at the top, where the particle-free zone forms
before the vortex motion dies out. It is also interesting to notice
more gradual decreases of the particle volume fraction in the ex-

perimental sedimentation curves at positions 2 and 3 cm away
from the bottom. This may be attributed to the particle size dis-
tribution of the glass beads used.

It should be pointed out that there are a number of hindered
settling functions in the literature@16#, obtained mainly from
aqueous or gas/solid systems. Among those relations, the Happel
and Richardson-Zaki relations have been used most widely. Pre-
liminary simulations showed that if the Happel hindering function
was applied in the present model, the predicted settling rate is
about half of that with the Richardson-Zaki function, i.e., Eq.~10!.
Feller and Beckermann@9# used the Happel relation in their model
and discussed their results in relation to the study of Hanumanth
et al. @5#, in which the Richardson-Zaki’s function was applied.
They concluded that the Richardson-Zaki relation overestimates
the settling rate. They attributed the good agreement between the
experimental and modeling results in the study of Hanumanth
et al. @5# to a larger liquid melt viscosity used. The present study,
however, indicates that the Richardson-Zaki function gives more
realistic predictions, which is consistent with numerous studies in
the literature for aqueous and gas/solid systems@16#. Since the
current study was performed for water, whose thermophysical
properties are well documented in the literature and can be evalu-
ated accurately, the viscosity is unlikely a factor that affects the
above conclusion.

Solidification With Particle Sedimentation.Experiments and
simulations were performed to validate the model in dealing with
combined solidification and particle settling. For each simulation,
the measured wall temperature from the experiments was fitted to
a polynomial function, namelyTw5 f (t), to give temperature
boundary conditions for the energy equation.

The mixture used in the preceding sedimentation experiment
was solidified from an initial temperature of 23°C. The cooling
curves and time evolution of particle concentrations are plotted in
Figs. 3~a!and 3~b!. Good agreement between the experiment and
simulation was achieved. It can be seen that due to the large latent
heat of water, the solidification is fairly slow and therefore the
curves for the particle volume fraction are very similar to those in
the pure sedimentation case shown in Fig. 2.

With the same initial temperature, a water/glass-bead suspen-
sion with an initial particle volume fraction of 20 percent was
solidified. The results are plotted in Figs. 4~a! and 4~b!. The
model prediction is in good agreement with the experiment.

One interesting feature is that the wall temperature experiences
an increase around 150 seconds into the experiment. This is found
in cooling curves for both cases~see Figs. 3~a!and 4~a!!, and can
be explained by the fact that freezing occurred at this time instant,
releasing a large amount of latent heat and therefore increasing the
local temperature. This phenomenon was not observed in the so-
lidification of the SCN/glass-bead system probably due to the
much smaller latent heat of succinonitrile.

B. SCNÕGlass-Bead Systems.Due to its high specific heat
and low freezing temperature, the water/glass-bead system does
not allow much room for the investigation of various processing
conditions. Therefore, in the subsequent experimental studies, a
SCN/glass-bead system was investigated.

The suspensions were prepared by mixing prescribed volume
fractions of glass beads with SCN and forming a melt height of
6.35 cm for all experiments. The experimental conditions are
summarized in Table 3.

Base Case. Figures 5~a!and 5~b!show the results for a base
case having a 20 percent volume fraction of particles, a cooling
temperature of210°C, and an initial temperature of 63°C. Com-
paring the experimental and numerical results, reasonable agree-
ment was found for the cooling curve, while agreement for the
time evolutions of the particle concentration is only fair. The dis-
crepancy may be attributed to the purity of SCN used in this
study, namely 981 percent. Under certain cooling conditions, den-

Fig. 2 Sedimentation curve for a water Õglass-bead system
„«piÄ8.5 percent at room temperature …
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dritic microstructures were observed that would affect the mea-
surement of particle volume fractions, especially in the solidifying
region.

The final particle concentration distributions measured and pre-
dicted for the baseline case are shown in Fig. 6~a!. Upon cooling,
the melt close to the wall solidified first so that the particle volume
fraction was fixed approximately at its initial value. This occurs
relatively quickly, as is shown by the cooling curve for the first
thermocouple~at the wall!. For subsequent points away from the
wall, the particle volume fraction increases due to settling from
above before solidification, leading to a higher particle volume
fraction. Solidification, however, interrupts the settling process:
when the solidification front passes through a certain control vol-
ume, it freezes the local particle concentration in place and stops
the particle flow from the above. This results in an increasing
particle concentration at the location right above it since the con-
trol volume at this location only receives particles from its upper
neighbor. In the meantime, when moving upward, the solidifica-
tion front becomes slower, allowing more time for particles to
settle. This trend develops as the solidification and settling
progresses, resulting in a graded layer of about 7 mm thick from
the bottom, with an almost linearly increasing particle concentra-
tion across the layer~see Fig. 6!. Above this layer, solidification
was not fast enough, hence a layer of packed-bed particle volume
fraction was formed, followed by a particle-free zone on top of it.

Parametric Study. In this section, effects of different param-
eters on the final particle concentration distribution are examined.

Figure 6~a!also summarizes the effect of increasing superheat
of the melt. It is indicated that increasing the superheat~from 5°C
to 10°C!slows down the solidification allowing for more particles
to settle before freezing occurs. Therefore the final particle distri-
bution is slightly higher throughout most of the test cell with more
of the cell being occupied by pure succinonitrile for Case 2.

Figure 6~b!shows that increasing the temperature of the bottom
cold wall, as expected, produces a slightly thinner graded layer.
The higher cooling temperature causes slower solidification, and
therefore the particles have more time to settle before solidifica-
tion, resulting in a thinner graded layer with higher local particle
concentration as compared to the corresponding locations in the
base case.

Fig. 3 Solidification of a water Õglass-bead suspension „«pi
Ä8.5 percent, TiÄ23°C…: „a… cooling curves; „b… time evolution
of particle volume fraction

Fig. 4 Solidification of a water Õglass-bead suspension „«pi
Ä20 percent, TiÄ23°C…: „a… cooling curves; „b… time evolution
of particle volume fraction

Table 3 Experimental conditions for SCN Õglass-bead systems
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The effects of the initial particle concentration are much more
pronounced, as indicated in Fig. 6~c!. When the initial particle
volume fraction is decreased from 20 percent to 15 percent, two of
the probes show zero readings, indicating a larger particle-free
region at the top. A thicker gradient layer is formed but with
generally lower particle concentrations. This is due to the fact that
there are fewer particles in the system, requiring a longer time for
particles to settle before they become packed.

FGM Solidification Mechanisms.From the above analysis,
two factors can be identified to be responsible for creation of the
graded structure in a solidified FGM, namely, particle migration
and solidification. Particle migration segregates the particles from
the liquid melt and thus creates a gradient in their volume fraction.
Solidification interrupts the particle migration and alters the seg-
regation process, in such a way that it ‘‘freezes’’ the local particle
concentration in place and alters the particle migration in the non-
solidified regions. In view of the interplay between the two fac-
tors, one can tailor a gradient in an FGM by controlling the vari-
ous processing conditions.

C. Solidification of Al-SiC FGMs. The validated code was
applied to simulate the casting of Al-SiC FGMs from a melt 6 cm
in height, with the bottom chill surface maintained at a constant
temperature. The packed particle volume fraction was set to be 40
percent. Although this value may vary in reality, depending on the
degree of particle clustering, the general conclusions are still
applicable.

Figure 7~a!explores the effect of cooling temperatures for a
melt initially containing 20 percent SiC particles of 20 microns. It
can be seen that a higher cooling temperature will allow particles
to settle, and hence generate a certain gradient in the solidified
part. Low cooling temperature freezes the melt quickly due to the
large thermal conductivity of aluminum and therefore the particles
do not have time to segregate, leading to a nearly homogeneous
particle distribution.

Melts containing three different particle sizes are solidified, as
shown in Figure 7~b!. Larger particles settle faster and thus form
a packed bed more easily, which is the case for 40mm particles
where a gradient is confined within a 2 cm region towards the
bottom with a packed bed of about 1.5 cm in thickness followed.
For particles of 10mm, however, the sedimentation is too slow
and the final particle concentration is almost uniform throughout
the ingot.

The initial particle volume fraction has a significant effect on
the final particle distribution, especially for a larger particle size
like 40 mm, as indicated in Fig. 7~c!. A gradient is formed from
the bottom of the ingot in all three cases. The initial particle
concentration of 10 percent gives the thickest gradient region and

Fig. 5 Solidification of a SCN Õglass-bead suspension „«pi
Ä20 percent, TiÄ63°C…: „a… cooling curves; „b… time evolution
of particle volume fraction

Fig. 6 Particle concentration distribution in a solidified SCN Õ
glass-bead system under different processing conditions
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the steepest gradient. 20 percent initial particle concentration re-
sults in a thick packed bed region whereas the 5 percent case
simply does not have enough particles to generate a thick gradient
layer. Therefore, in the casting practice, there exists an optimized
initial particle volume fraction at a specific particle size for a
desired particle gradient.

The effect of superheat, however, is not pronounced as can be
seen from Fig. 7~d!, which may be attributed to the large thermal
conductivity of aluminum, allowing the superheat to be dissipated
quickly upon cooling. A higher superheat allows slightly more
time for particles to settle and hence a thinner gradient layer and a
higher particle concentration at the same position in the graded
zone.

The simulations confirm that the generation of a particle con-
centration gradient is determined by the competition between the
rates of particle sedimentation and matrix solidification. It should
be pointed out that in this study the final profiles of particle con-
centration do not vary monotonically across the entire part. In-
stead, there exists a layer of increasing particle volume fraction
from the initial concentration to the packing limit, followed by a
particle-free region on top of it~see Figs. 6 and 7!. This is due to
the fact that cooling starts instantaneously with the settling pro-
cess, resulting in a particle concentration being close to the initial
value at the cold surface. In order to obtain a monotonically vary-
ing particle distribution in the finally solidified part, one could
delay the cooling until the maximum particle concentration~i.e., a
packed bed!forms at the bottom followed by a layer of decreasing
particle concentration upwards. The multiphase model developed
in this study can be applied to design such a delayed cooling

scheme to achieve the desired gradient. Research is underway to
find an optimized set of processing conditions using an inverse
problem design methodology.

5 Conclusions
Both experimental and numerical studies have been carried out

for solidification of FGMs. Key conclusions from this study are as
follows:

1 Fiber optic probes working in the reflection mode were suc-
cessfully applied to the in situ measurement of particle volume
fraction.

2 The experiments were performed to provide benchmark data
on the time evolution of the particle distribution during solidifica-
tion processing as well as to investigate effects of various process-
ing parameters. The interplay between solidification and particle
transport was elucidated in relation to creation of gradient struc-
tures in FGMs.

3 The multiphase solidification model developed in this study
was extensively validated against the experimental results and
generally good agreement was found. Simulations for the Al/SiC
FGMs indicated that by optimizing the processing conditions,
such as particle size, initial particle concentration, cooling rate
and superheat, one can engineer a desired gradient in the solidified
part.

Future work will focus on other modes of the interactions be-
tween particles and the solidification front, e.g., particle pushing
and clustering. The model can also be extended to design centrifu-

Fig. 7 Particle concentration distribution in a solidified Al ÕSiC composite under different processing conditions
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gally cast FGMs. Research is also underway to investigate multi-
dimensional solidification with melt convection in the presence of
particles.
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Nomenclature

a 5 coefficient in Eq.~1!
b 5 exponent in Eq.~1!

Cp 5 specific heat, J/kg-K
C« 5 hindered settling function

d 5 diameter of particles,mm
g 5 gravitational acceleration, m/s2

k 5 thermal conductivity, W/mK
l 5 height of the suspension, m

M p
d 5 particle/liquid drag per unit volume, N/m3

p 5 pressure, N/m2

T 5 absolute temperature, K
Tm 5 melting temperature, K
Tw 5 wall temperature, K

t 5 time, s
U 5 sensor output, V
v 5 velocity component iny-direction, m/s
y 5 y-coordinate in Cartesian system, m

Greek Symbols

«k 5 volume fraction of phasek, @2#
«pi 5 initial particle volume fraction,@2#
Gs 5 phase change rate, kg/m3-s
m 5 dynamic viscosity, N•s/m
r 5 density, kg/m3

Dh 5 latent heat of fusion, J/kg

Subscripts

i 5 initial condition
l 5 liquid phase
p 5 particle phase
s 5 solid phase
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Incandescence Measurement
During CO2 Laser Texturing of
Silicate Glass
Laser zone texture is a new approach to improve tribology performance of high aerial
density disks made with glass substrates. In this process, nanotexture is introduced to the
surface by discrete laser pulses. The topography change is due to the elevation of fictive
temperature in the short time and high temperature scales that occur through the laser
energy coupling with glass. To exercise better control over this thermal process, knowing
the temperature field induced by the laser pulse and the timescale of the thermal cycle are
very important. In this paper, emission measurements are made from a laser-heated
surface of approximately 300mm2 and temporally resolved to 100 ns. Several emission
bands are collected in the visible. From emission data, the extensive heat capacity of the
heat affected zone is derived, allowing peak surface temperatures to be determined from
the pulse energy. Experimental results are compared with a numerical model to determine
the validity of earlier calculations and conclusions.@DOI: 10.1115/1.1351166#

Introduction
Today’s high-density computer drives require super-smooth

disk surfaces for low flying heads. However, this can lead to a
severe stiction problem between the head and the disk surface,
when they are in contact. Stiction is a capillary force between the
lubrication layer on the disk surface and the head. This force
changes with the contact area between the surfaces. Laser texture
can provide spatially separated bumps on the disk surface that
reduce stiction in the head landing zone@1–4#.

We have explored the mechanism by which nanotexture is pro-
duced on a silicate glass surface with microsecond laser pulses
@5,6#. Our investigation suggests that bump formation is the prod-
uct of a local change in microstructure in the heat affected zone.
This change occurs in a region where the thermodynamic tem-
perature exceeds the glass transition temperature. The transition
temperature is defined as the temperature above which microstruc-
tural relaxation occurs within a given timescale. Consequently, the
shorter the timescale, the higher the transition temperature. The
‘‘fictive temperature’’ characterizes the microstructural state of
the glass, and equals the thermodynamic temperature at which the
existing microstructure would be in equilibrium@7#. However,
since glass is not in thermodynamic equilibrium, knowledge of
both the thermodynamic temperature and the fictive temperature
are required to define the state.

Glass laser texture must be able to produce bumps of suitable
size and with sufficient control for future hard-drive products. The
bump height and diameter are of great interest since they are
important parameters affecting the tribology performance of the
disk surface. Since topography development is a product of the
thermal cycle, acquiring temperature information during the glass
evolution is crucial. In theory, the temperature rise resulting from
the laser pulse can be calculated using a heat diffusion model.
However, in practice this is difficult without an additional experi-
mental investigation because of insufficient glass thermal physical
information. Therefore, it is desired to experimentally measure the
temperature rise in the glass resulting from a laser pulse.

Many techniques have been used for time resolved temperature
measurements during laser heating. They can be broadly classified
as either contact methods, in which a temperature sensing device
is placed in contact with the sample, or non-contact methods.

Examples of contact methods employed for laser heating include
the use of thermocouples@8,9# and thermoresistors@10,11#. Opti-
cal measurements are the most common non-contact method of
temperature sensing, and can be implemented with either active
probes or passive measurements. Measuring changes in the optical
properties of a surface at the wavelength of a probe beam has been
used to time resolve temperature changes during laser processing.
Examples include measurements of reflectivity@12#, X-ray dif-
fraction @13#, Raman scattering@14#, and interference@15#. Py-
rometry is a passive non-contact measurement of the thermal
emission from a heated surface. This is the most widely used
non-contact method, and has been used for measuring the tem-
perature rise in many laser heating problems@16–21#. Two- ~or
more! color methods attempt to determine temperature from the
intensity variation with wavelength predicted by Planck’s distri-
bution. Alternatively, as done in the present work, one can con-
sider the intensity variation with temperature predicted by
Planck’s distribution as a way of performing pyrometry.

In the process studied here, laser heating occurs within 1ms
over an area of approximately 300mm2. Simultaneously, the sur-
face of the glass is moving at a speed of 1.6 m/s under the laser
beam. Due to these constraints, pyrometry is the best choice for
the task of temperature measurement. In this work, we have de-
veloped a monochromatic pyrometry measurement, suitable for
the weak emission inherent to the laser texture process.

Temperature Determination
Under non-ideal conditions, calibration of a pyrometer is chal-

lenging. In the present work, we would like to measure tempera-
ture in a material that is essentially transparent or semitransparent
over the visible and near infrared; that experiences a temperature
rise confined to micrometers in spatial scale and microseconds in
temporal scale; and that is highly nonisothermal. Experimentally
one measures something proportional to the intensity predicted by
Planck’s distribution. However, in addition to the temperature
rise, the collected emission will depend on the emissive properties
of the glass and the volumetric extent of the temperature rise, as
well as the transmissivity of the optics and the responsivity of the
detector. Furthermore, if Plank’s distribution is to be used, the
temperature rise in the glass must be characterized by an effective
value because of the nonisothermal nature of the emission source.

In this experiment, we compare emission collected at different
pulse energies but at the same wavelength. The method developed
here to determine the temperature rise requires that the measured

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 8,
2000; revision received November 21, 2000. Associate Editor: A. Majumdar.
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emission signal is proportional to the emission intensity from the
glass, and that the emissive properties remain constant over the
range of conditions used for measurements at a given wavelength.
With these conditions satisfied, an effective emission temperature
can be calculated from Planck’s distribution if the proportionality
constant between the measured signal and the emission intensity
is known. To facilitate determining this unknown proportionality
constant, we impose a third requirement that the effective emis-
sion temperature is proportional to the laser pulse energy. To a
good approximation, there is a linear relationship between the
temperature rise and the laser pulse energy@6#. Therefore, the
third condition is satisfied if the effective emission temperature
can properly characterize the temperature rise in the glass. Under
these conditions, the proportionality constant between the mea-
sured signal and the emission intensity and the proportionality
constant between the laser pulse energy and the emission tempera-
ture are the only two unknowns.

The emission temperature measured is an effective value re-
flecting the temperature state in the glass. Emission temperatures
are sometimes defined as the temperature for which an isothermal
body would give an equivalent amount of emission as the noniso-
thermal body, at the wavelength being measured. However, this
definition suffers from the fact that the size of the equivalent
isothermal body influences the value of emission temperature. A
judicious choice of volume is required to apply this definition to
the laser texture application, since the heat affect volume is small
compared with what is in the line of sight of the detector. Instead,
we have chosen to define the emission temperature as:

Temit5

E
;

TKalI lbe2*kaldzd;

E
;

KalI lbe2*kaldzd;

, (1)

where Kal is the absorption coefficient at the measured wave-
length andI lb is the spectral blackbody intensity.

This definition reflects the fact that the integrated emission
comes from elemental volumes at different temperatures in the
glass, and defines an effective temperature based on that intensity-
weighted average. In Eq.~1!, the emission intensity appearing in
the integrands contribute significantly to the emission temperature
only in regions of high glass temperature. Therefore, integrating
over a larger volume has negligible influence on the calculated
emission temperature. The difference in emission temperature for
these two definitions depends on how the volume for equivalent
isothermal body approach is picked.

An extensive heat capacity is defined to relate the emission
temperature rise to the pulse energy

Cp5
dE

dTemit
. (2)

Notice that this is an extensive property, since we are considering
the whole heat affected volume. If the extensive heat capacity is
known, the peak emission temperature can be calculated from

Temit5
E

Cp
1T0 . (3)

Equation ~3! is an assertion that, a straight line can be drawn
through the glass emission temperature relationship to pulse en-
ergy, over a limited range of pulse energies. This will not be the
case if the measured temperature range spans a region in which
thermophysical properties change rapidly. Therefore, for the pur-
pose of this linear fit,To can become offset from the actual initial
temperature by phase transitions, or, in the case of glass, by the
discontinuity in specific heat at the transition temperature, or, sim-
ply due to the temperature dependence of thermophysical
properties.

The measured spectral emission is related to Planck’s intensity
distribution ~given in terms of the emission temperature! by an
emittance factor« f

el,meas8 5« f I lb5
« fC1 /p

l5FexpS C2

lTemit
D21G , (4)

where C1537413 W/mm4/cm2 and C2514388mmK. By com-
bining the Eqs.~3! and~4!, the relationship between the measured
emission signal and pulse energy is expressed in terms of the
unknown extensive heat capacity and the emittance factor. Both
can be determined from the experimental data, by fitting a mea-
sured trend in peak intensity with respect to pulse energy. Once
the extensive heat capacity is determined, the temperature rise in
the glass can be calculated from the pulse energy using Eq.~3!.
The present procedure requires that the emittance factor« f does
not change rapidly with temperature, compared with the exponen-
tial dependence of emission intensity on temperature given by
Planck’s law. From Eq.~4! it is seen that

DTemit

Temit
'2

lTemit

C2
•

D« f

« f
. (5)

For visible emission, a 30 percent change in the emittance factor
will lead to a temperature error of less than 9 percent for tempera-
tures less than 6000 K.

For comparison with experimental results, the thermal cycle of
the glass is numerically calculated for the laser texture conditions
studied here. The diffusion equation for heat transfer is solved by
the finite element method. A detailed description of the model is
given elsewhere@6#. In the model, laser energy is introduced as a

Fig. 1 Comparison between old and new numerical models:
„a… pulse shape of CO 2 laser pulse; and „b… temperature depen-
dence of thermal conductivity „left axis… and imaginary refrac-
tive index at the wavelength of the laser „right axis…
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volumetric heating source over the optical penetration depth, and
is dissipated by diffusion only. Unlike more frequently encoun-
tered problems in heat transport through semitransparent materi-
als, the temperature gradients in glass laser texture are of the order
of 109 K/m. Consequently, conduction dominates over other
mechanisms of heat transport. For example, the magnitude of
thermal radiative transport is more than 4 orders smaller than
conduction heat transfer, and is neglected in the calculation. Al-
though the surface becomes fluid at high temperatures, there is no
phase change associated with this process since the material is
initially in a glassy state. There is some vaporization from the
surface at the peak temperatures in the thermal cycle. However,
the impact of vaporization on the overall energy balance that dic-
tates the surface temperature rise can be neglected.

Several significant changes from the original numerical model
are made in the present work. First, the temporal profile of the
pulse is changed from a rectangular pulse-shape used previously
to a Gaussian shape. This is a more accurate description because
the short 1ms pulses used in the present study are approaching the
500 ns response time of the modulator used to shape the temporal
profile of the laser pulse. Second, the temperature dependence of
thermal conductivity and optical penetration depth is accounted
for in this work. A summary of the changes made is given in Fig.
1. Despite these changes, the difference in calculated temperature
rise using the current and previous model is small. The reason is
that the optical penetration depth of the glass decreases with tem-
perature while the thermal conductivity increases. These two en-
ergy transport factors tend to cancel each other during heating.
However, the temperature fall at the end of the laser pulse is
significantly faster in the new model because of the higher thermal
conductivity of the material at elevated temperatures.

Experiment
The laser texture tool uses a CO2 laser that produces a continu-

ous wave~CW! beam from which part of the energy is dumped
with a beam splitter. An acousto-optic modulator is used to chop
the CW beam into pulses with variable width and height. The
beam is expanded before focusing, to help reduce the spot size. At
the 1/e2 intensity points, the focused beam diameter is approxi-
mately 27mm @6#.

The samples used in this experiment are chemically strength-
ened aluminosilicate glass~major components are SiO2 and
Al2O3!. The glass disk is mounted on a variable RPM spindle that
is attached to a translation stage. Laser heated spots are patterned
in a spiral on the disk during experiments by simultaneous motion
of the spindle and the stage. Figure 2 shows an optical microscope
image of laser texture bumps made on a glass sample. The CO2
laser, modulator, spindle and stage are all computer controlled.

The process of visible emission detection is shown schemati-
cally in Fig. 3. Thermal emission is collected during laser texture
through a spectrally selective coated sapphire plate. The sapphire
plate acts as a mirror at the wavelength of the CO2 laser~10.6mm!
and transmits in the visible. This arrangement permits the laser
energy to be delivered to the surface in the same solid angle that
emission is collected. A pair of lenses is used to collect emission
and image the light into a monochromator. The inlet slit of the
monochromator is set at 1 mm, which is sufficient to admit all
light transferred by the collection lenses. The front and back slit
settings yield a spectral resolution of about 20 nm. The grating
used in this work is optimal for wavelengths from 330 nm to 750
nm. A photomultiplier tube~PMT! detects light transmitted by the
monochromator. The sensitivity of the PMT is several orders of
magnitude higher than other detectors for visible light. A discrimi-
nator accepts negative input pulses from the PMT, rejecting those
less than an adjustable threshold. A multi-channel scaler is used to
record and time resolve photons counted by the PMT. A pulse
generator used to drive the acousto-optic modulator also triggers

the scaler. This synchronizes data collection with the laser pulses.
After each trigger, light is collected by the scaler for 20ms with a
temporal resolution of 0.1ms.

Neutral density~ND! filters are used to keep the peak PMT
count rate relatively constant over a range of pulse energies from
9 mJ to 18mJ. ND filters 0.1, 0.3, and 0.01 are used individually,
or in pairs, to attenuate the collected light. This permits emission
measurements for which the peak intensity can change by 3 orders
of magnitude without the PMT saturating. Unfortunately, using
ND filters to increase the peak temperature measurement also in-
creases the minimum temperature that can be measured by raising
the detection threshold.

Over the duration of a 1ms laser pulse, the glass surface moves
6 percent of the spot diameter due to the 1.6 m/s linear surface
velocity. It was experimentally determined that the heated spot
could move 120mm before leaving the area imaged by the col-
lection lenses. Consequentially, the thermal cycle can be recorded
for a timescale up to 70ms. This proved not to be a limitation
because of the rapid cooling observed.

Emission measurements were made at wavelengths of 400 nm,
475 nm, 550 nm, 625 nm, and 700 nm. For each wavelength,
measurements were made at 1mJ increments over a range of pulse

Fig. 2 Optical microscope image of laser texture bumps on
silicate glass

Fig. 3 Experimental setup for visible emission measurements
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energies from 9mJ to 18mJ. A summation of 62,500 individual
time-resolved measurements was used to compensate for low sig-
nal levels. Since laser pulses were delivered to the surface at 50
kHz, the total data acquisition time was about 1.25 s for each case.

Results and Discussion
Figure 4 shows time resolved emission intensities at 550 nm

from the glass surface heated with different laser pulse energies.
For each curve, the peak intensity corresponds to the peak emis-
sion temperature occurring from the laser-glass interaction. Figure
5 shows how this peak emission intensity changes as a function of
pulse energy for the five different visible wavelengths studied.
Using the temperature determination method described in the
above section, the reciprocal of extensive heat capacity is obtained
from a least square curve fit of the experimental data to Eq.~4!. In
using the relationship between the emission temperature rise and
the pulse energy, Eq.~3!, it is assumed thatTo is offset negligibly
from the actual initial temperature of 300 K. Figure 6 shows the
reciprocal of extensive heat capacity compared with the numeri-
cally calculated values for different wavelengths. The numerical
calculations are based on the optically thin case of Eq.~5!, and the
assumption that absorption coefficient is temperature independent
at measurement wavelength:

Temitu lim
Kal→0

5

E
;

TKalI lbd;

E
;

KalI lbd;

5

E
;

TIlbd;

E
;

I lbd;

~constKal!. (6)

Figure 7~a!shows the measured peak temperature as a function
of pulse energy at each wavelength, using extensive heat capaci-
ties found experimentally. It is noticed that the measured peak
emission temperature depends on the wavelength of the collected
thermal emission. Longer wavelength measurements yield lower
emission temperature values because of the spectral shape of
Planck’s distribution. Figure 7~b! shows the emission temperature
as a function of wavelength and pulse energy obtained from the
numerical model using Eq.~6!. Also shown is the calculated sur-
face temperature, which is higher than the emission temperature
by about 20 percent. Lower temperatures in the glass contribute
more to the measured emission at longer wavelengths. This causes
the emission temperature to decrease as the wavelength increases.
The spread in measured peak emission temperatures at different
wavelengths is greater than what is numerically calculated. The
temperatures derived from the emission measurements are mostly
within 15 percent of the numerical calculations. However, the
measured peak temperature rises more steeply with pulse energy
than predicted by the calculations.

Determining the peak temperature provides the necessary scal-
ing information to transform the intensity signal into a transient
temperature measurement using Eq.~4!. Representative transient
temperatures, corresponding to the intensity measurements pre-
sented in Fig. 4, are given in Fig. 8. For the pulse energies used in
this study, the highest peak temperature is about 6000 K. The
lowest detectable temperature is about 2000 K, observed in mea-
surements made without any ND filters at the lowest pulse
energies.

It can be seen that temperature rises with rates of approximately
109 K/s during heating. Initially, the cooling process is almost as
fast as heating, but slows as the temperature drops. This decline in

Fig. 4 Time resolved emission measurements at 550 nm for
different pulse energies

Fig. 5 Peak intensity as a function of pulse energy for differ-
ent wavelengths. Scattered symbols represent experimental
data; solid lines show least square fit to data.
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cooling rate is due to the lower temperature gradients at longer
times and the decrease in thermal conductivity at lower tempera-
tures. The cooling rate of the glass as it falls below the transition
temperature is substantially slower than the heating rate, at the
pulse energies studied.

A good agreement between the measured and calculated tem-
peratures is achieved, as shown in Fig. 9. The solid lines represent
the calculated emission temperature. The transient temperatures,
shown as solid circles, are derived from measurements alone. It
should be noted that an individual emission measurement can fall
above or below the least square fitted line used to determine heat
capacity for a data set~as seen in Fig. 5!. Therefore, the transient
emission temperature derived from any given measurement can
fall above or below the numerical model prediction, although the
calculated reciprocal heat capacities are mostly lower than the
experimental values. A significant part of the discrepancy between
the measured and numerical results is manifested in differences in

the extensive heat capacities. The comparison improves if the
measured transient temperatures are scaled to have the same peak
temperature as the numerically calculated temperature, as shown
by the hollow squares. However, there is no reason to believe that
the numerical model has better absolute temperature accuracy
than the measurement.

Conclusion
Laser texture uses the timescale of a rapid thermal cycle to

manipulate the transition temperature, and, hence, the final struc-
tural state of the glass in the heat affected zone. The transient
glass temperature has been measured during laser texture by cap-
turing the emission signal at wavelengths in the visible. To cali-
brate the emission signal with respect to temperature, the present
work experimentally determines an extensive heat capacity related
to the heat affected zone. The reciprocal of the extensive heat
capacity is defined to be the emission temperature rise over the
pulse energy and can be determined from experimental data with
a least square fit to the temperature dependence of Planck’s
distribution.

Because the optical depth for visible emission in silicate glass is
long compared with the thermal penetration depth, pyrometric

Fig. 6 Reciprocal of extensive heat capacity versus emission
wavelength. Experimentally determined values are compared
with numerically calculated values based on Eq. „6….

Fig. 7 Peak emission temperature as a function of pulse en-
ergy for five wavelengths. Panels „a… and „b… show experimen-
tal and numerical results, respectively. Error bars show the
temperature uncertainty, as derived from the uncertainty in the
measured extensive heat capacities reported in Fig. 6.

Fig. 8 Transient temperatures for the corresponding emission
curves presented in Fig. 4. Experimental uncertainty is approxi-
mately 15 percent of the temperature value.

Fig. 9 Comparison of numerically calculated „solid lines … and
experimentally measured „solid circles … emission tempera-
tures. For temporal comparison, hollow squares show experi-
mental results scaled with numerical results. Shaded regions
show the temperature uncertainty, as derived from the uncer-
tainty in the measured extensive heat capacities reported in
Fig. 6.
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measurements do not reflect the surface temperature. Rather, the
measured emission temperature is an integrated volumetric tem-
perature of the glass in the heat affected zone. However, since the
visible emission intensity is heavily weighted toward the highest
temperature, the effective emission temperature is only about 20
percent less than the surface temperature. Good agreement was
obtained between the experimental measurements and numerical
calculations, after the model was improved by taking into account
a more realistic temporal pulse profile and the temperature depen-
dence of the laser optical penetration depth and the thermal con-
ductivity were considered.
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Nomenclature

Cp 5 extensive heat capacity
E 5 laser pulse energy

el,meas8 5 measured spectral emission
I lb 5 spectral blackbody intensity

K 5 thermal conductivity
Kal 5 absorption coefficient
nim 5 imaginary part of the refractive index

T 5 temperature
Temit 5 emission temperature

Greek Symbols

« f 5 emittance factor
l 5 wavelength
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Role of Solidification, Substrate
Temperature and Reynolds
Number on Droplet Spreading in
Thermal Spray Deposition:
Measurements and Modeling
Numerical analysis and experimental measurements of the flattening degree of plasma
sprayed molybdenum and zirconia droplets deposited on different substrate materials are
presented. Investigation is focused on the influence of rate of solidification and wetting
angle on droplet spreading. Madejski-Zhang model with one-dimensional treatment of
solidification as well as heat transfer in the melt, solidified splat and substrate is em-
ployed to perform a numerical analysis. A parametric study is conducted to examine the
effects of droplet size, impact velocity, superheating of droplets, substrate temperature,
thermal contact resistance, and wetting angle on spreading of the splat and its flattening
degree. Numerical results show that the time for solidification can be as small as that for
spreading and the rate of solidification can greatly influence the flattening degree. A
guideline for when the effect of wetting angle and surface tension on droplet deformation
can be neglected is derived. A correlation for the relationship between the flattening
degree and Reynolds number with the consideration of solidification is deduced, and a
criterion for the effect of droplet solidification on impact dynamics to be negligible is
given. The limitations of the assumption of isothermal substrate are also discussed. The
numerical predictions agree statistically well with the experimental data.
@DOI: 10.1115/1.1351893#

Introduction
In a thermal spray deposition process, small molten droplets

~;5–100 mm! impact a substrate with very high velocity and
form, under certain droplet and substrate conditions, disc-shaped
splats as illustrated by the optical image of splat morphology in
Fig. 1. Although splats with a perfect disc shape are rather excep-
tional than common, a clear picture of the physical processes in-
volved in the formation of splats with regular simple shapes
serves as a starting point for the understanding of much more
complicated morphologies, such as the mechanism of splashing,
interlamellar adhesion, etc.

During deposition, the melt solidifies while spreading on the
substrate surface. The final shape of the splat is determined pri-
marily by the rates of both spreading and solidification which
depend on many factors such as the impact velocity, substrate
condition, materials characteristics, etc.. Obtaining data on droplet
deformationin situ is a challenge and will remain so because of
the size of the droplet~;30 mm! and impact time~a few
micro-seconds!.

Although some attempts have been made to performin situ
measurements of the surface temperature of a spreading splat@1#,

most of the experiments on deposition of plasma sprayed droplets
focus on the morphology of the final splats@1–4#, including the
flattening degree. Limited data obtained from these experiments
do not give a complete picture of the droplet spreading and so-
lidification. However, in conjunction with a reliable theoretical
model they can provide valuable information on the formation of
plasma sprayed splats. The experiments can help in validating the
models that can then be extended to small splats as long as the
continuum approximations are valid.

A general practice in the experimental study of this process is
to use large size droplets~millimeter! with velocities much lower
than that in plasma spraying and to record the impacting and
spreading process using high speed cameras@5–8#. The evolution
of temperature inside the substrate@9# or at the top of the splat
@10# has also been measured for such splats.

Such large-scale experiments help to identify and verify the
physics-based models for droplet deposition on a flat substrate.
According to the treatment of flow field within a spreading drop-
let, the available numerical models can be assorted into one-
dimensional Madejski-type models@8,11,12# and two or three-
dimensional free surface deformation-type models@8,13–15#. The
solidification is considered either one-dimensional or two-
dimensional and is solved using the heat conduction equation
within the melt, solid and substrate. Complex physical phenom-
ena, such as thermal contact resistance, wetting properties, surface

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 13, 1999;
revision received December 7, 2000. Associate Editor: T. Avedisian.
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tension, convective heat transfer, and capillary effect, etc., have
been incorporated into the mathematical models by different au-
thors. However, it should be noted that most of the model valida-
tion has been accomplished only for large-scale~millimeter size!
droplets.

It is debatable that the conclusions made from the study of large
size droplet impact and deposition, and the models developed and
verified based on such investigations can be directly applied to the
micro-size droplets in plasma spraying@16#. One disputable prob-
lem in characterizing the deposition of plasma sprayed droplets is
the role of solidification in splat formation. Although many stud-
ies of millimeter-size droplets have demonstrated the importance
of solidification rate on the final splat morphology, it is generally
concluded that the solidification in plasma spray deposition is
much slower than the spreading@17,18#. The major argument for
this conclusion is that the thermal contact resistance and the
nucleation delay become more important on the heat transfer and
solidification rate for the smaller droplets, as summarized by
Dykhuizen@18#. A supporting experimental evidence for this con-
clusion is that many data of the measured splat flattening degree
agrees reasonably well with the Madejski correlation~Eq. 20!,
which considers only the effect of viscous dissipation and neglects
the effect of solidification on droplet spreading@3#.

However, our recent plasma spray experiments demonstrate
that the flattening degree of molybdenum droplets being deposited
on a molybdenum or steel substrate is significantly smaller than
that on a glass substrate. This indicates that the solidification do
affect significantly the spreading of micro-sized droplets with high
impacting velocities, which is contradictory to what has been gen-
erally believed by the thermal spray researchers. This phenom-
enon has motivated us to perform the present numerical analysis
on relative time scales of the droplet spreading and solidification
by simply employing the Madejski-type model. The goal of our
analysis is to define the region where solidification plays roll in
the deposition of micro-sized droplets processed by plasma spray.

Another important issue that is addressed here is the assump-
tion of isothermal condition for the substrate as employed in many
of the numerical analyses@8#. This condition is not valid for many
commonly used substrate materials as revealed by our experi-
ments of Mo droplet deposition on a glass substrate. An attempt is

also made to develop guidelines for the conditions under which
the effect of surface wetting and solidification on droplet defor-
mation can be neglected.

Mathematical Model
The mathematical model employed in the present analysis is

basically an extension of the Madejski’s splat-quench solidifica-
tion model@2# together with the modifications by Markworth and
Saunders@19# on velocity profile, and by Zhang@12# on wetting
angle. As illustrated in Fig. 2, a droplet with initial diameterd0
impacts with a velocityw0 on a flat substrate with an initial tem-
perature ofTsub. At time t, the deforming splat, which is assumed
to have a cylindrical shape, has a radiusR, the thickness of the
solidified layer iss, and the remaining liquid layer has a thickness
b. The conservation of macroscopic mechanical energy leads to
the equation for splat radius during the deformation@11,12#. Em-
ploying the scales for time, length and velocity asd0 /w0 , d0 , and
w0 , respectively, the equation presented by Zhang@12# in its di-
mensionless form can be written as

d

dt̃ F 3

10S dR̃

dt̃ D
2

b̃S R̃21
11

7
b̃2D1

R̃

We
~~12cosf0!R̃12b̃!G

1
R̃2

b̃ Re
S dR̃

dt̃ D
2S 3

2
1

72

5

b̃2

R̃2D 50. (1)

Here, f0 is the equilibrium contact angle between the molten
droplet and substrate, and cosf0 is known as the wetting coeffi-
cient or degree of wetting. The Reynolds number, Re, and Weber
number, We, in Eq.~1! are defined as

Re5rw0d0 /m, and We5rw0
2d0 /s l , (2)

wherer represents the liquid density,m, the liquid dynamic vis-
cosity, ands l , the surface tension of the melt. If the curvature of
the melt/solid interface is neglected, the dimensionless thickness
of the liquid disk,b̃, which is the only parameter in Eq.~1! ex-
plicitly related to solidification, can be determined from mass con-
servation as@11#

b̃5
1

6R̃22 s̃. (3)

The initial conditions for Eq.~1! are

R̃05«, b̃05
1

6«2 ,
dR̃

dt̃
U

t̃ 50

5S 3

5
1

11

420«6D 20.5

, (4)

with the value of«50.74 @11#.
The thickness of the solidified layer,s̃, can be determined by

solving either one-dimensional or two-dimensional@11# heat con-

Fig. 1 „a… Optical image „using Zygo… showing the morphology
of Molybdenum splats on Molybdenum substrate, and „b… sur-
face profile of a typical splat

Fig. 2 Schematic of the droplet deposition process and the
relevant geometry
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duction equation with phase change. Since the goal of the present
study is to identify the role of solidification on splat formation and
obtain analytical correlation for flattening degree, we have chosen
to solve the following one-dimensional heat conduction equation
within the melt, solid and substrate with a moving melt/solid
interface,

]u

] t̃
5

1

Pe

]2u

] z̃2 . (5)

Here, u5(T2Tsub)/(Tm2Tsub) is the dimensionless tempera-
ture, a is the thermal diffusivity of the corresponding material,
and the inverse of Peclet number, 1/Pe5a/w0d0 , represents the
dimensionless thermal diffusivity.

In our test calculations, thermal radiation at the melt surface is
found to be much smaller than that by conduction, therefore, no
heat loss is assumed at the splat surface, i.e.,

]u

] z̃U
z̃5b̃1 s̃

50. (6)

The heat balance at the melt/solid interface can be expressed as

ds̃

dt
5

Ja

PeFks

kl

]u

] z̃U
z̃5 s̃2

2
]u

] z̃U
z̃5 s̃1

G , (7)

where,ks andkl are thermal conductivities of the solid and melt,
respectively, Ja5cl(Tm2Tsub)/Lm , is Jakob number withTm rep-
resenting the melting point,Lm , the latent heat of fusion, andcl ,
the specific heat of melt. No undercooling is considered in the
present solidification calculation. Therefore, the temperature at the
melt/solid interface is equal to the melting point,

uu z̃5 s̃51. (8)

The heat balance at the splat/substrate interface including the con-
tact resistance,Rt can be written as

]u

] z̃U
z̃501

5
d0

ksRt
~u022u01!. (9)

At the bottom of the substrate in the computational domain, the
temperature is considered constant,

uu z̃52L̃sub
50. (10)

This is valid if a large thickness of the substrate~3 mm! is con-
sidered during the simulation.

By solving the above set of equations for droplet deformation
and solidification, we can obtain the thickness of the splat and
solidified layer at any timet, as well as the flattening degree,
which is defined as

jm52R/d0 . (11)

The ordinary differential equation, Eq.~1! is solved using the
fourth-order Runge-Kutta method@20#. A finite volume scheme
@21# is employed to solve the heat conduction equation, Eq.~5!.
At each time-step, the thickness of solid layer is obtained by solv-
ing Eq. ~5! with a current value of melt thickness,b, and a new
melt thickness is then calculated through Eq.~3!. The updated
melt thickness is then fed back to the solution algorithm of Eq.
~1!. Since the thickness of the substrate is much larger~3 mm!
than that of the melt and solid, a non-uniform grid is used in the
substrate layer with total number of grids as 200. A moving uni-
form grid is used for both the melt and solid layers@22#. A grid of
20 nodes in each layer is found to be enough to produce grid-
independent solutions. The dimensionless time-step needs to be
adjusted for different cases and a typical value is 1022.

Experimental Data and Model Validation
Experiments were conducted using two different powder mate-

rials, molybdenum and partially stabilized zirconia~PSZ!. Mo

droplets were deposited on three different substrate materials, mo-
lybdenum, glass and steel, under similar substrate and plasma
conditions using a Plasma Technik PT-F4 gun. PSZ powders were
processed with a Sulzer Metco 9MB plasma gun and deposited on
a steel substrate. The detailed experimental conditions are re-
ported by Jiang and Sampath@4# and only the parameters relevant
to present analysis are listed in Table 1.

The measured flattening degree is plotted in Fig. 3. The data
were obtained by using the Zygo optical non-contact surface pro-
filometer, which measures the volume and diameter of each indi-
vidual splat. The experimental data shown in Fig. 3 is a number
average of a large number of splats~about 100!that have different
droplet sizes, impacting velocities and overheating degrees. The
standard deviation for the statistics is also shown in the plot, with
a value of about 20 percent for each material. The flattening de-
gree for Mo on steel is very similar to that for Mo on Mo, and
hence, this data is not plotted in this figure. From Fig. 3, it is
evident that the flattening degree for Mo-Mo is significantly
smaller than that for Mo-Glass, although the process parameters in
both cases are the same. Obviously, the characteristics of substrate
material play an important role in droplet spreading and deposi-
tion, which is not included in the commonly used Madejski’s
correlation, Eq.~20!. There are two possible mechanisms by
which a substrate can affect the droplet characteristics during its
deposition, one—the wetting coefficient, and the other—the rate
of solidification. Solidification can arrest the droplet spreading
and reduce the flattening degree. Which of these mechanisms is
the controlling phenomenon in the present case will be clarified in
the following section.

A comparison between the predicted values of flattening degree
and the experimental data is also presented in Fig. 3. During cal-
culations, we select particles with different sizes~5, 10, 20, 30, 40
mm!, assign each droplet with 3 different velocities within the
velocity range~i.e., 100, 125, 150 m/s for Mo, 170, 185, and 200
m/s for PSZ!, and with 3 different overheating degrees~0, 200,

Fig. 3 Statistical comparison between the calculated flatten-
ing degree with experimental data for molybdenum on molyb-
denum, molybdenum on glass and PSZ on steel. „Mo-Steel data
are very close to the Mo-Mo data, and hence are not presented
here.…

Table 1 Droplet parameters and substrate conditions of the
experiments
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and 400 K!. The fattening degree for each droplet is obtained by
solving Eq.~1! and Eq.~5! simultaneously. The thermo-physical
properties of droplet and substrate materials are listed in Table 2.
The predicted value of flattening degree shown in Fig. 3 is the
number average of flattening degree of all the selected droplets. A
close agreement between the computation and measurements
shows that the Madejski’s type deposition model together with
one-dimensional treatment of solidification and heat transfer
makes a good prediction of the splat flattening degree, at least for
the given conditions. It is worth pointing out that the good agree-
ment on just the flattening degree does not mean the perfection of
such simple one-dimensional treatment. Many complicated phe-
nomena associated with the deposition, such as splashing, residual
stress in splat/coating, adhesion, etc., need to be considered, par-
ticularly if a multidimensional approach is adopted. This is out of
the scope of the current effort, which focuses on the characteris-
tics of solidification and spreading rather than the model itself.

Numerical and Theoretical Analysis

Characteristics of Droplet Spreading and Solidification.
Figure 4 shows the evolutions of the splat thickness and melt/solid
interface for Mo droplets on Mo and Glass substrates, and PSZ on
Steel substrate obtained by using the numerical model presented
earlier. The parameters selected for Mo droplet are:d0530mm,
velocity, w05150 m/s, temperature,T05Tm52883 K; param-
eters for PSZ droplet are:d0530mm, velocity, w05200 m/s,
temperature,T05Tm52950 K.

As shown in Fig. 4, the upper curve characterizes the change of
the thickness of a deforming droplet. The thickness decreases rap-
idly only in the initial time period~t0.9 in Eq. ~12!!. After that
time, the thickness does not change much during further spread-
ing. An approximate time for rapid spreading, also called spread-

ing time, defined as the time when spreading reaches 90 percent of
its maximum value~without the consideration of solidification!,
can be estimated using the expression proposed by Trapaga and
Szekely@25#

t0.95
2d0

3w0
Re0.2. (12)

As we know, the final thickness is determined by the solidifi-
cation rate~the lower curve in Fig. 4!. Therefore, if the solidifi-
cation time is short~rapid solidification!, the spreading of the
droplet is terminated when it experiences rapid decrease in the
thickness. For this reason, a small change in the solidification time
can have a significant influence on the thickness of the final splat.
We call this time domain (,t0.9)—the solidification sensitive re-
gion. In contrast, the time (.t0.9) is the solidification insensitive
region, i.e., if the solidification time is longer than this time, a
change of the solidification time will not significantly affect the
thickness of the final splat.

From the solidification lines it is evident that the solidification
of Mo is much faster on Mo substrates than on glass, which is
obvious since Mo has much larger thermal conductivity~80
W/m•K! than glass~;1.17 W/m•K!.

For the case of a 30mm Mo droplet, the spreading time pre-
dicted by Eq.~12! is about 0.7ms. After 0.7ms, the droplet will
not experience appreciable changes in splat thickness and its di-
ameter. If the time for splat solidification falls into this time pe-
riod, i.e., beyond 0.7ms for Mo, the change in solidification rate,
due either to the change in substrate temperature or to droplet
overheating or both, will have no significant influence on the final
splat size, as shown in Fig. 4 for Mo-Glass. This is also the case
for PSZ droplets depositing on a steel substrate, shown in Fig. 4.
The spreading time for 30mm PSZ droplet is about 0.3ms and the
solidification time is about 0.9ms.

On the other hand, the time available for a Mo droplet to spread
on a Mo substrate is less than 0.2ms because the spreading is
arrested by rapid solidification far before the droplet has fully
spread out~Fig. 4!. Clearly, the rapid solidification plays a critical
role in spreading of the droplet and can reduce the spreading,
thereby reducing the flattening degree.

Effect of Wetting Angle. To clarify the role of wetting in
flattening of the droplet, we have considered the deposition of Mo
droplets on substrates with three different wetting angles,f0
510 deg, 90 deg, 160 deg. Results show no appreciable effect on
spreading as well as on final flattening degree for given droplet
parameters. The maximum difference is within 1 percent. This can
be explained by employing the criterion for viscous dissipation
dominant regime proposed by Zhang@12#,

We.40.0~12cosf0!Re0.4. (13)

For Mo droplet parameters used in this calculation, i.e.,d0
530mm and w05150 m/s, the Reynolds number and Weber
number are 6637 and 2805, respectively, which happen to be in
the viscous dissipation regime, and therefore, the surface tension
and wetting angle effects are minimal.

However, for a droplet with smaller size and/or with lower
velocity, the effect of surface tension may become significant. The

Fig. 4 Change of splat thickness due to spreading „upper part
of the curves… and the thickness of solidified layer „lower part…
for a molybdenum splat impinging on Mo and glass, respec-
tively, and PSZ on steel

Table 2 Thermo-physical properties of droplet and substrate materials used in calculations

Data from Refs.@23# and @24# included in table.
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condition where viscous dissipation and surface tension play equal
role in droplet spreading is given by Zhang@12# as

We56.33~12cosf0!Re0.4. (14)

If we reformulate Eq.~13! and Eq.~14! in an explicit relation-
ship for droplet diameter and velocity, we obtain,

w0
1.6d0

0.6.40.0~12cosf0!s l /~r0.6m0.4!, (15)

and

w0
1.6d0

0.656.33~12cosf0!s l /~r0.6m0.4!. (16)

Setting the limiting value,21.0, for the wetting coefficient and
substituting the appropriate values of thermophysical properties in
Eq. ~15! gives w0

1.6d0
0.6.5.65 for Mo droplets, andw0

1.6d0
0.6

.0.83 for PSZ droplets. These two criteria are presented in a plot
for droplet velocity-versus-droplet diameter~Fig. 5!. Also, the
typical process values of droplet diameter and velocity range for
Mo and PSZ droplets are indicated with a shadowed area, al-
though not all these conditions ensure disc-shaped splats.

As illustrated in Fig. 5, all PSZ particles are in the viscous
dissipation dominant regime, which implies that the surface ten-
sion and wetting angle effects can be ignored in the case of PSZ.
But for many sizes of the Mo droplets, the effect of surface ten-
sion may be comparable to the effect of viscous dissipation. Nev-
ertheless, the influence of wetting on flattering degree is not as
significant as that of the viscous dissipation. Generally, the
spreading of smaller droplets and droplets with lower velocity are
more dependent on droplet surface tension and wetting angle.

Effects of Droplet Size and its Velocity. To elucidate the
influence of droplet size and velocity on flattening degree, we
have chosen the Mo droplets with 10, 20, 30, 40, 50, 60, 70, 80,
and 90mm diameters impacting on Mo and glass substrates with a
velocity of 100, 150, and 200 m/s. The computational results for
these cases are plotted in Fig. 6. As shown in this plot, the flat-
tening degree is generally larger for bigger droplets and higher
velocities. Also, an increase in flattening degree caused by higher
velocities and larger sizes is relatively larger in the case of
Mo-Glass.

The reason for larger flattening degree at higher velocity is
relatively straightforward. If we neglect the convective heat trans-
fer in the melt, as we do in the simple one-dimensional heat con-
duction and solidification model, the droplet impact velocity
should have no influence on its solidification rate. Meanwhile,
higher velocity causes faster spreading of the droplet. This corre-

sponds to a steeper spreading line but the same solidification line
in Fig. 4. It ends up with a thinner splat, i.e., a larger flattening
degree. This explains the slightly larger influence in the case of
Mo-Glass than Mo-Mo since the spreading is terminated earlier in
the Mo-Mo case by a faster solidification before the difference in
thickness caused by the velocity difference reaches its maximum.

To show the influence of the droplet velocity and its diameter
on flattening degree, we employ the theoretical correlation of
Zhang@12#, which gives

1

ReS jm

1.18D
5

1
3~12cosf0!~jm

2 21.0!

We
1SS jm

1.15D
2.5

51.0,

(17)

whereS indicates the solidification rate and is obtained from

s̃5SAt̃, (18)

if the thickness of the solidified layer is correlated to the square of
time.

The second term in Eq.~17! represents the effect of surface
tension and wetting angle, and, as we have noted earlier, can be
neglected in comparison with the first term, representing the vis-
cous dissipation. Since the solidification rate,S, does not depend
on the droplet velocity and its size in one-dimensional heat con-
duction model, Eq.~17! shows that a larger droplet diameter or
higher velocity, that means higher Reynolds numbers, will make
the flattening degree larger.

If the solidification rate,S, is appreciable, as in the case of
Mo-Mo, the solidification term in Eq.~17! becomes much more
important compared to the effect of Re. This explains why the
dependence of flattening degree on droplet diameter and velocity
is stronger for Mo-Glass than for Mo-Mo.

If we re-plot the data in Fig. 6 in terms of Reynolds number, as
shown in Fig. 7, they can be correlated very nicely with Re. A
simple relationship between the flattening degree and Re can be
derived from Eq.~17! by neglecting the second term~surface
tension effects!and approximating (1.18/1.15)2.5'1.0,

S jm

1.18D
2.5

5AReSAS S

2
AReD 2

112
S

2
AReD . (19)

Since the solidification rate is not dependent on the size and
velocity, ~or Reynolds number!of the droplet for a fixed substrate
condition, the flattening degree should be a function of only Rey-
nolds number. That explains why many researchers succeeded in
correlating their experimental data of splat flattening degree using
the famous formulation,

Fig. 5 Viscous dissipation dominating region is above the
lines representing the criteria for different materials. The shad-
owed area represents the typical droplet conditions in plasma
spraying.

Fig. 6 Dependence of flattening degree on droplet diameter
and impacting velocity for molybdenum droplets on two differ-
ent substrate materials
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jm5a Re0.2, (20)

with different authors proposing different values for the coeffi-
cient a @3#, ranging from 0.83 to 1.29; 1.29 being the value ob-
tained by Madejski@2# without solidification. From Eq.~19!, a
modified version of Madejski’s model, the maximum flattening
degree without solidification can be expressed as

jm51.18 Re0.2. (21)

This curve is also plotted in Fig. 7, which shows the maximum
possible flattening degree, and is in close agreement with the PSZ-
Steel and Mo-Glass data.

The value ofa in Eq. ~20! is actually dependent on the rate of
solidification that is determined by the thermophysical properties
as well as the conditions of both the droplet and substrate. Unfor-
tunately, there is no general analytical correlation forS. Some
simple correlations may be derived by making simplifying as-
sumptions. For example, from Eq.~7!, under the conditions of
constant substrate temperature, a linear temperature distribution
within the solidified layer, a small temperature gradient within the
melt and a perfect surface contact, the non-dimensional solidifi-
cation rate,S, can be expressed as@12#:

S5A2 Ja

Re Pr

ks

kl
. (22)

Substituting Eq.~22! into Eq. ~19!, we can obtain

jm5SA Ja

2 Pr

ks

kl
112A Ja

2 Pr

ks

kl
D 0.4

~1.18 Re0.2!. (23)

Equation~23! shows that the flattening degree is indeed propor-
tional to Re1/5 even when the solidification influences spreading.
The criterion when the solidification effect on flattening can be
neglected, then reduces to

Ja

2 Pr

ks

kl
!1. (24)

This is consistent with the criterion proposed by Pasandideh-
Fard et al.@8#. It is worth reminding that Eqs.~23! and ~24! are
based on the assumption of an isothermal substrate. For substrates
with low thermal diffusivity, like glass, these equations will not be
applicable.

If Eq. ~23! is applied to estimate the flattening degree of
Mo-Mo and PSZ-Steel, correlation similar to Eq.~20! with coef-
ficient a50.48 for Mo droplets anda51.03 for PSZ droplets are

obtained and plotted in Fig. 7. The correlation for PSZ droplets
fits closely to the scattered data for various droplet size and ve-
locity, while the curve for Mo droplets on glass is slightly higher
than the computational data and that for Mo-Mo is below the data.
The discrepancy comes from the validity of isothermal assump-
tion for the substrate. For PSZ droplets on steel, this assumption
reflects quite well the fact that the thermal diffusivity of PSZ is
much smaller than that of steel. But for Mo-Mo, heat conduction
within the substrate is already comparable to that within the melt
and solid, and for Mo-Glass, the isothermal hypothesis is not at all
applicable.

Effect of Substrate Temperature, Droplet Overheating, and
Thermal Contact Resistance. The substrate temperature, drop-
let overheating and thermal contact resistance all have direct in-
fluence on splat solidification. These parameters affect the flatten-
ing degree through the rate of solidification. Since a theoretical
expression for solidification rate that includes all of these param-
eters is very difficult to obtain, a parametric study is performed to
demonstrate the effect of each parameter on flattening degree. The
droplet size used in this parametric study is 30mm. The velocity
is 150 m/s for Mo droplet and 200 m/s for PSZ droplet.

Figure 8 shows the effect of substrate temperature on flattening
degree for Mo-Mo and PSZ-Steel. Generally, a higher substrate
temperature increases the flattening degree slightly in all cases,

Fig. 7 Relationship between the flattening degree and Rey-
nolds number. Curves represent the correlation, and scattered
values are calculated flattening degree for droplets with differ-
ent sizes and different velocities by solving Eq. „1… and Eq. „5….

Fig. 8 Dependence of flattening degree on substrate tempera-
ture for different materials

Fig. 9 Dependence of flattening degree on droplet
overheating
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because a higher substrate temperature causes slower solidifica-
tion of the droplet. However, since the solidification time for PSZ-
Steel is considerably long compared to the spreading time and the
intersection between the spreading line and the solidification line
falls in the region where the flattening degree is insensitive to
solidification rate, as discussed before and shown in Fig. 4, the
effect of substrate temperature in the case of PSZ-Steel is less
noticeable than in Mo-Mo. Similarly, since the overheating of
droplet impedes the solidification of droplet, it also slightly en-
hances the flattening, as shown in Fig. 9, and the effect is more
important for Mo-Mo than for PSZ-Steel.

The effect of thermal contact resistance on splat morphology is
also numerically investigated and the results are shown in Fig. 10
for the case of Mo-Mo. The curves for four different values of
contact resistance show that the solidification rate, and hence the
flattening degree, can be drastically reduced by reducing the ther-
mal contact resistance to 1027 m2

•K/W. Since the flattening de-
gree obtained usingRt51028 m2

•K/W agrees reasonably well
with the experimental results~note that the results in Fig. 3 were
obtained without contact resistance!, it indirectly provides an es-
timation of the thermal contact resistance which is very difficult,
if not impossible, to be measured directly from the experiments.
The thermal contact resistance for Mo-Mo should be less than
1028 m2

•K/W.

Conclusions
An experimental and numerical study has been performed to

examine the effect of rate of solidification and the size and veloc-
ity of plasma-sprayed droplets on splat flattening degree.
Four different droplet-substrate combinations, molybdenum-
molybdenum, molybdenum-steel, molybdenum-glass and zirconia
~PSZ!-steel with varying particle sizes and velocities have been
considered. Since solidification is greatly influenced by substrate
thermal diffusivity, splat/substrate contact resistance, and super-
heating of the melt droplet, the effect of all of these parameters is
investigated to determine the conditions under which the flatten-
ing degree is independent of the rate of solidification.

To perform the theoretical analysis, Madejski-Zhang model for
droplet spreading is coupled with a one-dimensional solidification
and heat conduction model that incorporates the melt, the solidi-
fied splat region and the substrate. The conduction equation is
solved iteratively together with the appropriate boundary condi-
tions at various interfaces and equation for droplet spreading. It is
demonstrated that the droplet spreading measured by flattening

degree is significantly influenced by the rate of solidification that
is always higher in the case of substrate with a large thermal
diffusivity. Under such conditions, the coefficient ‘‘a’’ in the
popularly used correlation,jm5a Re0.2, for flattening degree must
be modified to include the effect of the parameters that control
solidification. For example,a equals 0.48 for Mo-Mo while its
value for PSZ-Steel is 1.03,a value closer to 1.18 as predicted by
the Madejski-Zhang model and 1.29 by the Madejeski model.

The results also show that a lower substrate temperature and/or
higher thermal diffusivity reduces the flattening degree by enhanc-
ing the rate of solidification and arresting the spreading. On the
other hand, a higher thermal contact resistance and superheating
of droplet have opposite effect. When all of these effects are ac-
counted for in the formulation, numerical predications agree sta-
tistically well with the experimental data for a broad range of
materials, droplet size, its velocity, and substrate conditions.

The experimental results support the effect of surface tension
and viscous dissipation on droplet spreading as included in the
Madejski-Zhang model. They also agree well with the concept
and criteria for the surface tension and viscous dissipation regimes
as proposed by Zhang@12#.
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Nomenclature

a 5 coefficient in the correlation of flattening degree, Eq.
~20!

b 5 thickness of the melt, m
cl 5 specific heat of the melt, J/kg•K
d0 5 initial droplet diameter, m
Ja 5 Jakob number, Ja5cl(Tm2Tsub)/Lm
kl 5 thermal conductivity of the melt, W/m•K
ks 5 thermal conductivity of the solid, W/m•K

Lm 5 latent heat of fusion, J/kg
Lsub 5 thickness of the substrate, m

Pe 5 Peclet number, Pe5w0d0 /a l
R 5 radius of spreading splat, m

Rt 5 thermal contact resistance, m2
•K/W

Re 5 Reynolds number, Re5rw0d0 /m
s 5 thickness of the solidified layer, m
S 5 dimensionless solidification rate,S5 s̃/At̃
t 5 time, s

t0.9 5 spreading time, s, in Eq.~12!
T 5 temperature, K

T0 5 initial temperature of impacting droplet, K
Tm 5 melting point of droplet material, K

Tsub 5 substrate initial temperature, K
w0 5 impacting velocity of droplet, m/s
We 5 Weber number, We5rw0

2d0 /s l
z 5 coordinate in the direction of impact

Greek Symbols

a 5 thermal diffusivity, m2/s
a l 5 thermal diffusivity of the melt, m2/s
« 5 initial dimensionless radius of splat

f0 5 contact angle~wetting angle!, deg
l 5 thermal conductivity, w/m•K
m 5 dynamic viscosity of the melt, kg/m•s
n 5 kinetic viscosity, m2/s
r 5 density of the melt, kg/m3

s l 5 surface tension of the melt, kg/s2

jm 5 flattening degree

Superscripts

; 5 dimensionless variable

Fig. 10 Thickness of a molybdenum splat and the solidified
layer showing the influence of thermal contact resistance
„m2KÕW… on spreading and solidification
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Higher Order Perturbation
Analysis of Stochastic Thermal
Systems With Correlated
Uncertain Properties
How the behavior of thermal systems depends on uncertainties in properties and bound-
ary conditions is an important aspect of simulation. This dependence is usually judged by
the statistics of the response, i.e., the mean response and its standard deviation which are
often determined by perturbation methods, ranging from 1st to 3rd order. The aim of this
paper is to be a tutorial for those interested in estimating uncertainties by summarizing
the author’s experience in using higher order perturbation analysis for thermal problems,
detailing the underlying assumptions, and presenting several examples. Problems involv-
ing correlated parameters, which occur in almost all thermal experiments, are also
treated. It is shown that the scale of correlation has a strong effect upon the statistics of
the response and that such correlation should not be ignored. It is recommended that the
1st order estimates of the standard deviation and 2nd order estimates of the mean re-
sponse be used when characterizing thermal systems with random variables, regardless of
the degree of correlation.@DOI: 10.1115/1.1351144#

Keywords: Computational, Heat Transfer, Inverse, Modeling

Introduction
Although most engineering systems are designed by assuming

deterministic models, real systems are most often characterized by
uncertainty in some or all of the model parameters. These uncer-
tainties can be broadly classified into three categories:~1! uncer-
tainty due to the natural heterogeneity of the material which can
lead to a spatial variability of properties, such as in the thermal
conductivity, or uncertainty in boundary conditions which may
cause a temporal variability, as in the convective heat transfer
coefficient;~2! uncertainty due to the limited availability of infor-
mation about the properties; and~3! uncertainty due to experimen-
tal errors which consist of a fixed~bias!component and a random
~precision!component@1,2#. Unfortunately it is not easy to incor-
porate these uncertainties into many thermal analysis programs
and most investigators are content with reporting estimated sensi-
tivities of system temperatures and heat transfer to those param-
eters which are subject to the latter two classes of uncertainty.

Even the most rudimentary literature search will turn up a sub-
stantial number of papers and books on uncertainty analysis ap-
plied to civil, electrical, and geological engineering@3–5#. Gener-
ally the civil and electrical applications are related to stochastic
input, noise, or forcing functions. In the civil engineering studies
randomness seems to have had its genesis in earthquake, wind
loads, and aircraft pressure loadings; in electrical engineering in
input and signal noise. In most studies the models are determin-
istic but the inputs/loads are stochastic. In contrast, in the geologi-
cal engineering examples, mostly in the water and petroleum ac-
quifer studies, the soil properties are taken to be random, leading
to stochastic models. The thermal counterpart to acquifers is po-
rous media in which much work has been done to estimate effec-
tive macroscopic properties. This is often accomplished by ac-
counting for the effect of microstructural features on the
macroscopic behavior. Reference@6# contains papers relating to
porous media, suspensions and inclusions. Surprisingly, until re-

cently, the heat transfer community has not demonstrated an
equivalent interest in either stochastic loads or models. I speculate
that this may be due to a lack of specificity about the uncertainty
and an almost innate acceptance of uncertainty in thermal model-
ing and apparently the feeling that the lack of specificity mitigates
against employing uncertainty analysis in designing or studying
thermal systems. While some properties are well characterized,
e.g., gas conductivities with reported accuracies of better than 2
percent ~@7#, pp. 2–87!, others are extremely variable and the
precision can only be judged from the scatter in the data, e.g., the
Reynolds number factor for boiling~@7#, pp. 13–39!whose scatter
is of the order of650 percent, developing turbulent flow in a duct
~@8#, pp. 4–73 and 4–79!with scatter of the order of625 percent.
Although the scatter can be specified, it is rare that statistical
information is provided and correlations are usually derived from
least squares fits to the data without assigning statistical weights
to the data. Most analyses utilize such correlations and frequently
the independent variable, e.g., Reynolds number and Grashof
number, can only be estimated. Thus in addition to the uncertainty
in the accuracy of the fit, there is an uncertainty in the variable
describing the flow regime, which can easily lead to large uncer-
tainties in the convective heat transfer coefficient.

The effect of such uncertainty and randomness in the properties
or boundary conditions should be examined. However, a literature
search of the last 10 years using the keywords ‘‘stochastic heat
transfer’’ finds a very limited number of papers in the areas of the
following: inverse problems; designing experiments to estimate
properties in the presence of uncertainty; consideration of stochas-
tic loads on HVAC and other energy systems; food/grain process-
ing in stochastic environments; and a few papers related to sto-
chastic finite element thermal analyses@9–16#. Madera@17# has
used an extension of the usual finite difference procedure in which
the coefficients of the algebraic system are not scalars, but sto-
chastic matrices, to solve for the mean temperatures and their
covariances.

The statistics, typically the mean value and the standard devia-
tion s, of the response can be obtained by sampling, usually
coupled with some form of variance reduction@18,19#or by per-
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turbation analysis. Because of the expense associated with sam-
pling, many analyses employ the perturbation approach and it is
often assumed that higher order perturbation estimates are more
accurate. The problem is, as expected, that these higher order
estimates require substantially more computations and are
strongly dependent upon the problem being investigated. Even for
linear systems,s is nonlinearly dependent upon the stochastic
parameters, and for nonlinear systems—which almost all thermal
systems are—the nonlinearity strongly affects the accuracy of the
estimates ofs. In this paper we present the basis of the perturba-
tion method and then study several relatively simple, but nonlin-
ear, thermal problems to examine the effectiveness of using higher
order estimates. In addition, because thermal systems often are
affected by correlated parameters, either in space or time, we ex-
amine the effects of correlated random parameters.

Theory
Consider a system with q random parameters,Qi ,

i 51, . . . ,q, defined by their mean values and covariances. Let
the vector of temperatures* at selected points,F, be characterized
by its mean and standard deviation defined in terms of the vector
of random parametersQ by Eqs. 1~a!and 1~b!. Full details of the
statistical derivations, the stochastic finite element procedure for
thermal problems, the appropriate references, and a number of
examples are described in@20# and @21#.

E@FuDQ#5E F~Q! f ~FuDQ!dF (1a)

s2@FuDQ#5E ~F~Q!2E@FuDQ# !2f ~F!dF, (1b)

wheref (F) is the probability density distribution ofF. From the
properties of random variables,f (F) can be written in terms of
the joint distribution ofQi , f (Q1 , . . . ,Qq), as

E@FuDQ#DQ5E ¯E F~Q! f ~Q1 , . . . ,Qq!dQ1 . . . dQq

(2a)

s2@FuDQ#5E ¯E ~F~Q!2E@FuDQ# !2f ~Q1 , . . . ,Qq!

3dQ1 . . . dQq . (2b)

In Eqs. 1 and 2 the statisticsE@F# ands@F# are expressed as the
conditional statisticsE@FuDQ# and s@FuDQ# to emphasize that
the results reported herein and the conclusions drawn are condi-
tional and valid only for the specific range of parameters consid-
ered in the examples. This will be elaborated on in the section
entitled Accuracywhere f (F) is discussed. Until then, we will
drop the conditional notation for convenience.

The values ofE@F# and s@F# are generally determined by
direct numerical integration or perturbation theory. Numerical in-
tegration is usually accomplished through straight-forward inte-
gration, often using Gaussian quadrature, or limited sampling us-
ing Monte Carlo, stratified sampling, importance sampling, or
hypercube methods@18#. For very simple problems, even ifF
must be determined numerically, the evaluation of Eq. 2 is pos-
sible. However, if several random parameters are considered nu-
merical evaluation is rarely practical because of the multiple inte-
grations. The main advantage of sampling methods is that they are
applicable to arbitrary probability distributions ofQ but the ex-
pense is usually warranted only in unusual circumstances, particu-
larly whenF(Q) is difficult to compute.

The most widely used technique to analyze stochastic systems
is the perturbation method in which the response is expressed in a
Taylor series with respect toQ as

F5F̄1(
i 51

q

FQi
dQi1

1

2 (
i 51

q

(
j 51

q

FQiQj
dQidQj1h.o.t., (3)

where Qi represents thei th random variable, overbars represent
quantities evaluated at the mean values of the parameters, sub-
scripts represent derivatives, andh.o.t. represents higher order
terms.

For nonlinear responses, the use of the Taylor series is valid
only if ~i! the joint pdf,f (Q1 , . . . ,Qq), is localized in the vicinity
of Q̄, ~ii! F varies gradually withQ, and~iii! F is differentiable
in the vicinity of Q̄ @22#. When these conditions are not satisfied,
then the statistics must be determined through Eq. 1.

Inserting the Taylor series into Eq. 2 and expanding and then
retaining the desired order of terms yields the approximations. For
example, the results for 2nd order are
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The results of including terms of orderdQi and dQidQj in the
Taylor series, Eq. 3, are called the 1st and 2nd order approxima-
tions, respectively,~referred to by the acronyms FORM and
SORM in the reliability literature! but the definition for the 2nd

order and 3rd order approximations are not unambiguous. If the
Taylor series forF is truncated at the 2nd order, as suggested by
Halder @23#, then the equation fors@F# will not contain the last
term of Eq. 4~b!.

The evaluation of the 2nd order estimate ofs@F#, Eq. 4~b!
requires the third and fourth covariances of the random variables
and the estimation of 3rd order derivatives. It is rare, particularly
when using correlations derived from experimental data, to know
more than the mean and the standard deviation of the random
variables and it is generally difficult to estimate derivatives higher
than the 2nd. For this reason, approximations and simplifications
are frequently introduced. Breitung@24# suggested using the
theory of asymptotic approximations based only on the principal
curvatures, that is retaining onlyFQiQi

, and ignoring the mixed
derivatives. Unfortunately the mixed derivatives are often impor-
tant in thermal analysis and can not be ignored.

Probably the most common simplification is to assume that the
random parameters are normally distributed. In this case, the 3rd

order covariances are identically zero and the 4th order covari-
ances can be expressed as products of the 2nd order covariances
@25#, thus substantially simplifying the analysis. If the random
variables are not Gaussian, but their joint pdf is known, Rosenb-
latt’s transformation@26# can be used to derive a set of indepen-
dent normal variables but frequently this amplifies the non-
linearity of F with respect to these variables~@23#, p. 225!.

*Although the development of the equations will be in terms of temperature, the
method applies to any quantity of interest, e.g., heat flux, time derivatives.
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However, a knowledge of the marginal distribution of the param-
eters and their covariance matrix is not sufficient to determine the
joint pdf unless the random parameters are normal or lognormal
@27#. When detailed information about the pdf of the random vari-
ables is missing or because of the analytical and computational
difficulties in treating Eq. 4 in its full form, analyses are often
based upon the assumption of normality.

Most thermal parameters are restricted in their range and thus
are not well represented by a normal distribution. For example,
the conductivity must be positive and is probably best represented
by a lognormal distribution; emissivity is limited to 0 to 1 and a
beta, truncated normal, or a uniform distribution could be used.
For such non-normal distributions, one may replace the actual
distribution by an equivalent normal distribution using the
Rackwitz-Fiessler method which is commonly used in reliability
analysis~@23#, p. 72!. For thermal problems in which the param-
eters are functions of time or temperature, this may require modi-
fying the equivalent normal distribution continuously throughout
the simulation. If the parameters are correlated and non-normal,
the process is more difficult.

In the case where there is only one normally distributed random
parameter,Q, the higher order estimates of the mean and standard
deviation are given by

(5a)

(5b)

where the numbers under the braces refer to the order of the
approximation. Note that the 2nd order estimate ofs@F# requires
solving forF̄, ]F/]Q, ]2F/]Q2, and]3F/]Q3 all of which may
be nonlinear functions ofQ andF and are frequently difficult to
compute.

Evaluation of the Derivatives
In order to evaluate Eq. 5, one needs both the statistics of the

random parameters and the derivatives ofF. These derivatives are
usually evaluated by~a! finite differencing the temperaturesF,
and ~b! solving field equations for the sensitivities.

The simplest and sometimes the most cost effective approach is
to use finite differences. Emery and Fadale@28# discuss this
method and note that smoothing is generally needed. This point
will be elaborated on in the later section onComputational Effort.

For strongly nonlinear problems, the solution of the several
values ofF needed for the finite differencing may be very costly.
Another approach is to use the field equations to solve for the
derivatives directly. Consider the semi-discrete transient heat con-
duction equation,

C
]F

]t
1K F5q, (6)

with appropriate initial and boundary conditions, both of which
may involve random parameters.C, K, and q are the capacitance,

conductance matrices and source vector and many be random.
Substituting the Taylor series forF into Eq. 6 and collecting
terms of equal order indQ yields.

0th Order Equation

C̄
]F̄

]t
1K̄ F̄5q̄ (7a)

1st Order Equations

C̄
]FQi

]t
1K̄ FQi

5fQi
i 51, . . . ,q, (7b)

where

fQi
5qQi

2CQi

]F̄

]t
2KQi

F̄.

In general, the 0th order equation~Eq. 7~a!! involves an itera-
tive solution when the properties or boundary conditions are tem-
perature dependent. The solution is the nodal response distribu-
tion, denoted asF̄, of the system and is the same as the solution
of the direct, deterministic finite element equations@29#. Since,C̄,
K̄ , and f̄ have been determined in the solution of the 0th order
equation, they are now constants and the equations for the higher
order derivatives are linear. Similar equations can be derived for
the 2nd and higher order derivatives, although the right hand sides
become progressively more complicated, particularly if the ran-
dom variable is a function of temperature@21#. The cost of modi-
fying codes to solve for these derivatives is often the reason that
the finite difference approach is used.

We have chosen to examine thermal problems which are simple
enough that the integrations involved in Eq. 2 can be numerically
computed. The solutions based upon Eq. 2 are referred to asref-
erencesolutions in the following discussions. Solutions based
upon evaluating the statistics off (T) ~see the section onAccu-
racy! are labeled as ‘‘exact.’’ These exact values were obtained
by using a quadrature with a sufficient number of sampling points
to yield an accuracy of better than 99.9 percent. Even for these
simple problems, the solution of the field equations, Eq. 6, for the
temperatures to be substituted into Eq. 2 must be achieved nu-
merically and the computations can be quite lengthy. The tem-
peratures were calculated with a finite element code with the mesh
refined sufficiently so that the computed temperatures agreed with
the analytical solution or had converged to an error of less than
0.1 percent. The uncertainty in the parameters was limited to
s@Q#/Q̄525 percent. For a normal distribution this gives a
range of 0.25Q̄<Q<1.75Q̄. A larger value ofs would imply a
finite probability of a negative value ofQ.

Example 1: Inherent and Strong Linearities in a Transient
Conduction Problem. Consider a slab of thicknessL with an
imposed heat flux ofF at x50 and a fixed temperature ofTL at
x5L and an initial temperature ofTL . If the conductivity is a
constant,k1 , the temperature atx50 is T(0)2TL5FL/k1 and
the Taylor series in terms ofk1 is

T~0!2TL5T~0!2TL2
FL

k̄1
S dk1

k̄1
D 1

FL

k̄1
S dk1

k̄1
D 2

2
FL

k̄1
S dk1

k̄1
D 3

.

(8a)

Even for moderate values ofdk1 / k̄1 the 1st order approximation
does not suffice. Figure 1 illustrates the temporal behavior of
s@ t0# (t05(T(0)2TL) k̄1 /FL) for s@k1#/ k̄150.1 and 0.25 with
the derivatives computed using both the field equations and finite
differences using an implicit time integration.

The dashed lines of Fig. 1~a!are the exact steady state values
computed by evaluating the pdf oft0 ~see the subsequent section
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on Accuracy!and the agreement with the 3rd order perturbation
solution is excellent. Fors@k1#/ k̄150.1, the 1st order suffices, but
for larger uncertainties the nonlinearity of temperature with re-
spect tok1 amplifies the uncertainty int0 . The values based upon
the finite differences behave well for moderate values of
s@k1#/ k̄1 , but as the uncertainty increases the 3rd perturbation
displays considerable roughness. If the temperatures are computed
explicitly, this roughness often becomes apparent in the 2nd order
results.

Let us amplify the nonlinearity by letting the conductivity be
temperature dependent according to the linear relationship

k~T!5k11b~T2TL!. (8b)

When b is negative, the conductivity decreases with increasing
temperature and for a positive flux,F, this causes an increasing
gradient,]T/]x, and nonlinearity in the neighborhood of the front
surface. The limiting value ofbFL/k1

2 is 20.5, at which point the
conductivity atx50 becomes zero and the gradient infinite. For
negative values ofb the temperature is more nonlinear in terms of
k1 than indicated by Eq. 8~a!and the first few terms of the Taylor
series are not a good approximation of the temperature variation
with k1 . Figure 2~a!displays the temporal behavior forb50.1
and 20.1 for s@k1#/ k̄150.1. For an increasing conductivity,b
520.1, the 1st order suffices, as it did in Fig. 1, but for a decreas-
ing conductivity,b520.1, the uncertainty is amplified to a value
approximately equal to that shown in Fig. 1 fors@k1#/ k̄1525
percent. Figure 2~b!displays the steady-state behavior for a range
of b.

Example 2: Temperature Dependent Conductivity. An in-
teresting variant of Example 1 is to specify that the conductivity
follows the piecewise linear relationship

k~T!55
k1 T<T1

k11
k22k1

T22T1
~T2T1! T1<T<T2

k2 T.T2

. (9)

Piecewise linear relations of this form are frequently used in nu-
merical simulations when conductivities are taken from tabular
values. Figure 3 compares the reference and 1st and 2nd order
estimates for conductivities which increase (k2 /k1.1) or de-
crease (k2 /k1,1) with temperature.

Both figures display an abrupt oscillation in the 2nd order per-
turbation results when the temperature reaches eitherT1 or T2
where the slope of thek(T) curve has a discontinuity. The effect
is much stronger for the decreasing conductivity than for the in-
creasing conductivity. In the former case the aberrations occur at
both discontinuities, but for the latter only atT2 . Reference@21#
provides more details about this problem and the behavior of
s@ t0# as a function ofF.

Example 3: Radiation From a Fin. Consider a fin which
convects and radiates heat to an ambient fluid. The temperature at
the base of the fin isTw , of the ambient fluid isT` , and it is
thermally insulated at the endx5L. The convective heat transfer
and radiative loss is chosen such that the thermal performance of
the fin is equivalent to an effectiveness of 2@30#. The convective

Fig. 1 Temporal behavior of s†t 0‡ for variations in k 1 computed implicitly: „a… using field equations; „b… using finite
differences.

Fig. 2 s†t 0‡ for kÄk 1¿b„TÀTL… computed implicitly: „a… temporal behavior; „b… steady state.
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heat transfer coefficient was chosen so that the radiative heat
transfer constitutes about 80 percent of the heat transferred to the
ambient fluid and we wish to determine the sensitivity of the heat
loss and the fin tip temperature,TL , to the emissivity. Figure 4
displays the standard deviation of these quantities with respect to
the emissivity,ē, for s@e#/ ē525 percent computed with a con-
stant, but random emissivity over the surface of the fin~e.g., a
uniform distribution!. For the heat loss,Qf , all three orders of the
perturbation solution gave essentially the same result and equal to
the reference value. For the tip temperature,TL , the 1st order
underestimates, and the 2nd and 3rd slightly overestimate the ref-
erence values.

The solid curves on Fig. 4 were computed by assuming thatē
was unrestricted in its range. In fact,ē is limited to the range 0
<ē<1. For large values ofs@e#, whene approaches 1, the distri-
bution cannot be normal. The dashed curves correspond to a trun-
cated normal distribution. The difference between the perturbation
solution and the dashed curves emphasizes one of the major weak-
nesses of the perturbation approach, namely its insensitivity to the
precise form off (Q).

Correlated Random Variables
Most uncertainty analyses assume that the random parameters

are independent, i.e., the covariance matrices are diagonal. For
heat transfer problems it is easy to envisage cases where this is not
true. For example, consider a simple rectangular fin attached to a
wall. Assuming that the fin is thermally infinitely long, the amount
of heat transferred from the fin and the wall are given by

Qw5hwAw~Tw2T`!
(8)

Qf5Ahf PfkAf~Tw2T`!.

The heat transfer from both the wall and the fin is controlled by
the convection to the ambient fluid. It is easy to imagine the case
where an increase inhw is accompanied by an increase inhf
because of an increased fluid velocity, i.e., a positive correlation.
On the other hand it is also possible that the fluid motion may
result in a decrease inhw while hf increases if the fluid changes its
flow pattern to preferentially bathe the fin, i.e., a negative corre-
lation. Lettingr represent the correlation coefficient betweenhw
andhf , the covariance matrix is given by

Cov5F s2@hf # rs@hf #s@hw#

rs@hf #s@hw# s2@hw#
G (9a)

and the standard deviation of the total heat lostQt (5Qw1Qf)
assuming thats@hf #5s@hw#5s@h# is given by

s2@Qt#

Q̄w
2

5F 11r
Q̄f

Q̄w

1S Q̄f

2Q̄w

D 2G s2@h#

h̄2
. (9b)

The standard deviation varies strongly withr and the effect of the
correlation is tied to the value ofQ̄f /Q̄w . For positive correlation
the standard deviation ofQt increases as expected. For negative
correlation it decreases since an increase in heat flux at one sur-
face is compensated for by a decrease at the other surface.

Although the example to be discussed involves the spatial cor-
relation of a property, it must be recognized that any information
obtained either directly from an experiment or by data reduction
which involved a common measuring device, e.g., a data acquisi-
tion system, is correlated through the calibration of the device.
Smith ~@22#, pp. 205–209!gives an excellent illustration of this
effect and the complications that any uncertainty in the calibration
has on the uncertainty of the derived information.

Let us modify the solution of Fig. 4 by assuming that the emis-
sivity is a continuous random fieldQ(xW ). If we consider the dis-
cretized random field as an elemental quantity, then the average of
the continuous random field of a finite element can be treated as
an elemental quantity, but which differs from the stochastic prop-
erties of the random field@31#. The local integral over the domain
Di of the finite element of the random field is itself a random
variable, referred to asQi for the i th element.

Qi5
1

Di
E

Di

Q~xW !dxW . (10)

In this example, we assume that the emissivity is a random field
with an autocorrelation function of the form exp(2x/u) whereu is
the scale of the correlation. The value of the correlation,r, be-
tween the 1st element at the wall and its neighbor and the last
element of the fin as a function of the scale is given in Fig. 5.
Uncorrelated elements are characterized byu50 and a complete

Fig. 3 s†t 0‡ for a piecewise definition of k „T… and s†k 1‡Õ k̄ 1Ä0.1: „a… k 2 Õk 1Ä1.5; „b… k 2 Õk 1Ä0.5.

Fig. 4 Standard deviations of Qf and „T„L …ÀT`…Õ„TwÀT`…

with respect to e for s†e‡Õ ēÄ25 percent
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correlation~i.e., all elements have the same random parameter! by
u5`. While a strong correlation exists between two adjacent
elements for moderate values ofu, even for a relatively large
value ofu/L f the correlation between the wall element and the tip
element is relatively small.

Figure 6 displays the 1st order estimate of the standard devia-
tion of the fin heat loss,Qf and the tip temperatures as a function

of u. The 2nd and 3rd order estimates for emissivities which are
uniform (u5`) over the fin or uncorrelated (u50) are also
shown. ForQf the 1st order estimate agrees very well with the
exact solutions as shown by the dashed lines which are essentially
independent of the value ofs@e#. For the tip temperature, there is
a noticeable affect ofs@e# and thus a difference between the 1st

and 2nd order estimates.
Consider a fin with no radiation and a fin parameterm

(5Ahf Pf /kfAf). Figure 7~a! shows the spatial distribution of
s@T(x)#. Both the spatial distribution and the accuracy of the
perturbation solution are dependent upon the value ofm. Figure
7~b! compares the 1st order estimate ofs@T(x)# with the refer-
ence values fors@h#/h̄525 percent. A comparison of Figs. 7~a!
and 7~b!shows that the 1st order estimates are in good agreement
with the reference values for both uncorrelated and completely
correlated convective heat transfer coefficients for small values of
m, but that the agreement deteriorates asm increases.

The results shown in Fig. 7~a!are similar to those of Madera
@32#. His solution for a uniform distribution ofh involved solving
Ito’s form of the stochastic differential equation by linearizing it
with respect tom and assuming a product form for the solution.
The resulting equation for the covariance,cov@T(x1),T(x2)#,
was a Poisson equation in the two dimensions,x1 , x2 and com-
putationally intensive. If the method were to be extended to two
dimensional problems it would lead to a biharmonic Poisson
equation inx1 , x2 , x3 , x4 . It is not clear that the product form he
employed is applicable to thermal problems in general.

Effect of Scale. For problems withN elements, each with its
own random property, there areN 1st order derivatives needed for
the 1st order estimate of the standard deviation and approximately
N3 triple derivatives needed for the 2nd order estimate. Clearly for
large problems one will be restricted to 1st order estimates. How-
ever, if the random parameter has a uniform distribution, thenQi
will be identical for each element and there is only one random
parameter to consider and only 3 derivatives needed for the 2nd

order estimate, Eq. 5. When this condition exists can be deter-
mined from the eigenvalues of the covariance matrix and the de-
termination can be made prior to solving the field equations, Eq.
7. Fortunately the covariance matrix is real and symmetric so its
eigenvalues are relatively easy to determine without using sophis-
ticated techniques. Figure 8 displays the ratio of the eigenvalues.
When the 1st eigenvalue dominates, then only one random param-
eter need be considered. When the other eigenvalues are important
relative to the largest eigenvalue, then allN sensitivities must be
determined. Comparing Figs. 5 and 8 suggests that when the 2nd

Fig. 5 Correlation between the 1 st element at the wall with
other elements of the fin

Fig. 6 The effect of correlation scale u on the 1 st order esti-
mate of the standard deviation for ēÄ0.5 „dashed lines are the
reference values …

Fig. 7 s†„T„x …ÀT`…Õ„TwÀT`…‡ for a fin with eÄ0 and s†h ‡Õh̄Ä25 percent: „a… 2nd order and reference values of
s†T‡ for a Uniformly Distributed h ; „b… a comparison of the 1 st order estimates and the reference values for inde-
pendently and uniformly distributed h .

Journal of Heat Transfer APRIL 2001, Vol. 123 Õ 395

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



eigenvalue is less than 25 percent of the 1st that the problem can
be considered as having a uniformly distributed emissivity.

Accuracy
It is almost axiomatic to assume that the increased accuracy of

the higher order perturbation solutions is desirable. This is true
only if ~a! the 1st order perturbation results show trends which are
qualitatively different than the exact results or~b! if high accuracy
in the standard deviation is needed. Both of these reasons need to
be examined.

~a! In none of the cases studied have we ever seen that the 1st

order estimates ofE@T# or s@T# differ so much from the exact
behavior that the basic behavior of the system is misinterpreted.

~b! The standard deviation is useful in determining the spread
of the distribution in order to ascertain the probability that specific
values ofT occur; most importantly the probability thatT falls
outside of a specific range. Unfortunately this can only be done if
f (T) is known. Without f (T), a knowledge ofs is of limited
value.

When there is only one random parameter,Q, f (T) is given by

f ~T!5uJu f ~Q!,

where

J5dQ/dT. (11)

Using Eq. 11 it is relatively easy to plotf (T), requiring only the
evaluation ofdT/dQ; but for all values ofQ. The exact values
quoted in the examples were derived by using Eq. 1 withf (T)
obtained from Eq. 11. Figure 9~a! depicts f (t0) for Example 1

along with the equivalent normal distribution based upont̄ 0 and
s@ t0# and the two distribution differ significantly. The differences
are most noticeable in the skewness, the long tail at high values of
t0 and the rapid drop for small values. Because of the skewed
distribution, the improved accuracy in determinings@ t0# of the
higher order approximations relative to the 1st order is of little
value in defining the range oft0 unlessf (t0) is known. In con-
trast, Fig. 9~b!for the fin shows that the pdf of the tip temperature
is very close to normal.

When there is more than one random parameter, e.g., 2, then
f (T) is more difficult to determine. One approach is to use

f ~T!dT'E E
DT

f ~Q1 ,Q2!dQ1dQ2 , (12a)

whereDT is the domain defined by the regiondT. The integration
is to be taken over all values ofQ1 andQ2 which lead to values
of T that are inDT . These values can be in discrete but disjoint,
ranges of the parameters@4,33#. WhileT is a single valued func-
tion of Q1 and Q2 , the parameters need not be singled valued
functions ofT and determining all of the parameter values asso-
ciated withDT is an inverse problem that may be of considerable
difficulty, even though the integration may be easy to accomplish.

One could also express Eq. 12~a! as

f ~T!dT' f ~Q1 ,Q2!dQ1dQ2 (12b)

and interpret the right hand side of Eq. 12~b! as the number of
occurrences ofT in a bin of sizedT. The difficulty with this
approach is thatdT generally changes size asQ1 andQ2 vary and
the distribution of the occurrences among the bins is complicated.

If T or the variable of interest can be expressed simply in terms
of Q1 andQ2 one can employ

f ~T!5E
Q1

f ~T,Q1!dQ1

where

f ~T,Q1!5uJu f ~T21,Q1! (12c)

and

T215Q2~T,Q1!.

For example, the heat transfer from the fin is given byQf

5A(hf PfkfAf)(Tw2T`) so that kf5(Qf /(Tw2T`))2/hf PfAf
and the substitution forkf in f (kf ,hf) can be accomplished, al-
though the integration will probably have to be numerical rather
than analytical. For more complicated problems, the substitution

Fig. 8 Eigenvalues for the radiating fin problem

Fig. 9 Probability distributions of t and the Normal distribution based upon t̄ and s†t ‡: „a… Example 1; „b… fin
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cannot be made and recourse must be had to Eq. 12~a! or ~b!.
Methods such as stratified sampling are aimed at reducing the
errors in estimating the statistics and will not help in determining
f (T), particularly near the tails of the distribution.

Computational Effort

While one can rarely justify using the 3rd order perturbation, it
is often valuable to evaluate the 2nd order estimate of E@F#be-
cause the mean value can differ significantly from the 0th order
estimate. Haldar@23# recommends using the 2nd order estimate for
reliability studies. In the examples presented here and in most of
our studies we have found that the 2nd order estimate is generally
about 10–15 percent different from the 0th order estimate and
within 2–3 percent of the reference value.

The results displayed for the examples herein indicate that 1st

order estimate ofs@F# and 2nd order estimate ofE@F# are suffi-
cient for most purposes. Since the 2nd order estimate ofE@F#
already requires evaluating]2T/]Q2, it may not be a much
greater expense to determine]3T/]Q3 and to evaluate the 2nd

order estimate ofs@F#. These derivatives can be evaluated either
by finite differences or solving the field equations. Figure 1 indi-
cates that using the field equation gives a smooth result while
finite differences often produces an erratic curve.

We have found that the derivatives obtained from the field
equations are smooth even when an explicit time integration was
used. The primary advantage of this approach is that the equations
for the derivatives are linear, even for nonlinear problems. The
drawback is the need to modify the simulation code with some
relatively complex right hand sides, particularly when the random
variable is a function of temperature, in which case the matrix on
the left side of Eq. 7~b! will be non-symmetric@21#.

In contrast, the finite difference approach is simpler, requiring
only that enough solutions~which may be expensive because they
are nonlinear!be obtained to fit the temperature response by a
polynomial of the desired order. However, the response curve
usually needs to be smoothed by least squares fitting to extract
reasonably accurate estimates of the 2nd derivative and particu-
larly so for the 3rd. Figure 10 shows how the derivatives of the
smoothed curve vary with the number of points during the tran-
sient phase and at steady state for Example 1.

The errors in calculating the derivatives are a combination of
the errors in the finite difference approximation and the error in
the solution forT. The former can be mollified by reducingdQ,
but as the increment gets small, the effect of small errors in cal-
culating T begins to dominate and higher precision simulations
must be used. It is clear for this example that 3 points are suffi-

cient to obtain reasonably accurate values of the 1st two deriva-
tives. We have found this to be the case in almost all examples. It
is also clear that it may be too expensive to evaluate the 3rd

derivative accurately.

Conclusions
For large or complicated problems, calculating the response

will require a large number of elements,N. For uniform param-
eters, these will numberq, but for correlated parameters, they will
numberNq. With the 2nd order perturbation analysis requiring the
evaluation of approximatelyq(q11)/2 second order derivatives,
this means that the 1st order method, which requires computing
only the q first order derivatives, is the only practical way to
estimate the standard deviation. One can either solve for the sen-
sitivities directly from the field equations, Eq. 7~b!, or by finite
differencing the response. The 1st order estimate suffices for both
correlated and uncorrelated random parameters. When the param-
eter is uniformly distributed, then it is possible to consider higher
order estimates. But these higher order estimates are based upon
the higher order correlations, whose accuracy is frequently
questionable.

The 2nd order estimate ofE@F# can be obtained by using the
compact form@20# which sums the effect of all second derivatives
~i.e., the 2nd term of Eq. 4~a!!and requires only one additional
equation to theq equations for the first derivatives. For this rea-
son, we recommend using the 1st order estimate ofs and the 2nd

order estimate of the mean. If the higher order correlations are
known, one should still compute the 1st order estimate and exam-
ine its behavior with respect toQ to see if its behavior justifies
computing the higher order derivatives.

The perturbation approach has two fundamental characteristics.
First, it is independent of the precise form of the probability den-
sity distribution and thus cannot account for parameters which
have limited ranges. In this case one must either restrict the range
of the parameters or use one of the sampling techniques. We have
had most success using the stratified sampling method. Its only
drawback is the large number~20–40! of samples necessary to
ensure convergence. Second, it is a point estimate~i.e., the deriva-
tives are evaluated at a specific point! of the behavior of the sys-
tem as compared to the smoothing effect of the integrals of Eq. 1.
This effect is most noticeable when discontinuities are present as
in the piecewise conductivity-temperature relationship of Example
2. There is little advantage in attempting to obtain a higher accu-
racy than that of the 1st order estimate, either using the higher
order perturbation approach or variance reduction methods, unless
the probability density distribution is also determined.

Fig. 10 Finite difference estimates of the derivatives for Example 1 for s†k 1‡Õ k̄ 1Ä25 percent: „a… FoÄ0.5; „b… steady
state
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Nomenclature

C 5 capacitance matrix
Di 5 i th elemental domain
D 5 domain of stochastic variables

E@X#, X̄, 5 expected value operator, mean value ofX
f (Q1 ,..,Qn) 5 joint probability density function ofQ1 ,..,Qn

f (FuDQ) 5 probability density function ofF conditional on
Q

F 5 applied heat flux
Fo 5 Fourier number

h 5 heat transfer coefficient
h.o.t. 5 higher order terms

k 5 thermal conductivity
K 5 conductance matrix
L 5 length

N@X̄,s@X## 5 normal distribution ofX
q 5 number of random variables
q 5 source vector

Qi 5 specific outcome ofQ
Q(xW ) 5 continuous random field

Q 5 random variable vector
t 5 non-dimensional temperature, time

T 5 temperature
xW 5 position vector
e 5 emissivity
b 5 coefficient of conductivity
r 5 correlation coefficient

s@X# 5 standard deviation ofX
u 5 scale of correlation

F 5 temperature vector
FQi 5 derivative ofF w.r.t. Qi

FQiQj 5 derivative ofF w.r.t. Qi andQj super and
subscripts

T 5 transpose
w 5 wall
f 5 fin

` 5 Ambient temperature
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Pool Boiling of FC-72 and HFE-7100
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This work reported the boiling characteristics of FC-72 and HFE-
7100 at atmospheric pressure and at a liquid subcooling of 0–20
K. The FC-72 exhibits a more efficient nucleate boiling mode and
a higher critical heat flux (CHF) than the HFE-7100. For film
boiling mode, HFE-7100 becomes more efficient.
@DOI: 10.1115/1.1285892#
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Stability, Two-Phase

Introduction
Chlorofluorocarbon~CFC! substitutes are highly promising for

electronic cooling applications~@1,2#!. This work experimentally
elucidates the boiling characteristics of two new CFC-substitutes,
FC-72 and HFE-7100, both with zero ozone-depletion potential
~ODP! and the potential for electronic cooling applications with
phase change.

Experimental
The experimental setup was the same as that employed in Lin

et al. @3# and for brevity’s sake is not shown here. The upper
surface to boiling was a smooth surface with the dimension
80 mm315 mm. A total of 24 thermocouples were imbedded in
the two heating blocks. Heat flux and the wall superheat at the six
axial positions on the heating surface were estimated accordingly.
The experiment was performed at atmospheric pressure and the
liquids used were FC-72 and HFE-7100~3M Co., USA!, both of a
purity exceeding 99 percent. Steady-state boiling curves could be
constructed based on the extrapolated heater surface temperature

and the associated heat flux. There exists no conduction heat
transfer between the two heater blocks during the steady-state
boiling curve construction.

This work employed Kline and McClintocks’@4# method to
estimate the uncertainties of the heat flux and temperature mea-
surements. The bias error of data acquisition system is 0.1 per-
cent. At least this was the data provided by the manufacturer. Any
uncertainties are attributed primarily to the thermocouple calibra-
tion, which in this study does not exceed 1 K, as well as the
employment of thermal conductivity data, which is estimated not
to exceed two percent. Thus, the uncertainties existing in the ex-
trapolated heater surface temperature and the associated heat flux
when constructing boiling curves are estimated as67 percent and
611 percent, respectively.

Results
Figures 1 and 2 depict the steady-state nucleate boiling and film

boiling curves for FC-72 and HFE-7100, respectively, withDTsub
as a parameter.~Note: the transition boiling curves are omitted
here for clarity’s sake. A detailed discussion on the difference
between ‘‘true’’ and ‘‘average’’ transition boiling curves is avail-
able in Lee and Lu@5#.! At fixed heat flux, the nucleate boiling
curve slightly shifts to the right with an increasingDTsub, while
the film boiling curve shifts to the left. Furthermore, at a higher
liquid subcooling, both the critical heat flux~CHF! and minimum
heat flux ~MHF! increased markedly~as indicated by arrows in
Figs. 1–2!. These observations are consistent with the available
literature~@6#!.

1To whom correspondence should be addressed.
Contributed by the Heat Transfer Division for publication in the JOURNAL OF

HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Aug. 27,
1999; revision received, Dec. 7, 1999. Associate Editor: D. Poulikakos.

Fig. 1 Nucleate and film boiling curves. Arrows denote the
CHF and MHF points. FC-72.
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Comparing Figs. 1 and 2 clearly reveals two things. First, the
nucleate boiling heat transfer coefficients of FC-72 are 10–20
percent higher than those of HFE-7100. Second, the CHF’s of
FC-72 are at least 50 percent higher than those of the HFE-7100.
Table 1 lists the CHF data for reference purposes.~Note: some
essential thermophysical properties of FC-72 and HFE-7100 are
lacking, thereby preventing comparisons with the classical hydro-
dynamic theories.! FC-72 is thus superior to HFE-7100 in nucle-
ate boiling mode since it exhibits a more efficient nucleate boiling
and can be used at higher heat flux without burnout. Notably, this
conclusion is true when the system is subject only to infinitesimal
disturbances. However, as Lin and Lee@7# stated, the capability of
the system to tolerate a finite-magnitude disturbance relies on
relative stability between nucleate and film boiling modes. This
work does not discuss this issue.

In addition, Figs. 1 and 2 also suggest that the film boiling heat
transfer coefficients of HFE-7100 are approximately 100 percent
higher than those of FC-72. Finally, Figs. 1 and 2 show that the
HFE-7100 exhibits a greater MHF than the FC-72 does~Table 1
also lists the MHF data!. In other words, the heat transfer efficien-
cies in the film boiling mode follow a trend opposite to that fol-
lowed in the nucleate boiling mode. Consider a cooled electronic
modulus with its outside surface boiled with nucleate boiling at a
prescribed heat flux level of 83104 W/m2. If for some reason
local dryout of the heating surface occurred~the nonhydrody-
namic burnout!, the local surface superheat would shift from 10 K
to 40 K for HFE-7100. However, for FC-72 the superheat would
reach a markedly higher level, approximately 90 K. Restated, the
more efficient the film boiling of HFE-7100 implies a safer ther-
mal environment for electronic cooling applications than does the
FC-72 if burnout incidentally occurred.

Conclusions
This work elucidated the boiling characteristics of two CFC

substitutes from 3M Co., namely FC-72 and HFE-7100, at atmos-
pheric pressure and at a liquid subcooling of 0–20 K. FC-72 ex-
hibited a more efficient nucleate boiling mode and a higher critical
heat flux ~CHF! than the HFE-7100 did. However, for the film
boiling mode, this trend reverses.
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Diameter Effects on Nucleate Pool
Boiling for a Vertical Tube
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Diameter effects on nucleate pool boiling heat transfer for a tube
with vertical orientation have been obtained experimentally. Ac-
cording to the results (1) the heat transfer coefficient decreases as
the tube diameter increases and the trend is more notable with a
rougher surface, and (2) the experimental data is in good agree-
ment with the Cornwell and Houston’s correlation within a620
percent scatter range.@DOI: 10.1115/1.1351163#
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Introduction
Throughout the last several decades, pool boiling heat transfer

has been studied by many researchers worldwide. Nowadays, it
has been investigated widely in nuclear power industry since ad-
vanced light water reactors have several passive heat exchanges
@1,2#. As already mentioned by Cornwell et al.@3# and Cornwell
and Houston@4#, one of the most important parameters in pool
boiling heat transfer is the tube diameter~D!. A detailed analysis
of the effects of tube diameter on pool boiling heat transfer is
useful for the design of very efficient heat exchangers.

Although some authors have reported results for other cases, to
the author’s knowledge, Cornwell et al.@3# is the first to specifi-
cally establish the relation between nucleate pool boiling heat
transfer coefficient (hb) and tube diameter. Cornwell et al. sug-
gested a very simple and convenient empirical correlation for

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 5,
1999; revision received July 20, 2000. Associate Editor: P. Ayyaswamy.

Fig. 2 Nucleate and film boiling curves. Arrows denote the
CHF and MHF points. HFE-7100.

Table 1 CHF and MHF data. All values are in MW Õm2. Top to
down: DTsubÄ0, 10, and 20 K.

FC-72 HFE-7100

CHF MHF CHF MHF

0.232 0.030 0.158 0.059
0.270 0.035 0.185 0.061
0.314 0.046 0.196 0.065
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horizontal tubes as shown in Table 1. Cornwell and Houston@4#
improved upon Cornwell et al.’s result by introducing a pressure
ratio (pr5p/pc) and Prandtl number~Pr! into the correlation.
However, Cornwell et al.@3# and Cornwell and Houston@4# did
not quantitatively identify the effect of surface roughness~«! on
pool boiling heat transfer. Chun and Kang@5# empirically inves-

tigated the effect of surface roughness on pool boiling outside
tubes. They also suggested two empirical correlations~one for
horizontal tubes and the other for vertical tubes! which contain the
effect of surface roughness as a parameter. Some experimental
studies for the diameter effects of horizontal wires on pool boiling
heat transfer have been reported by Stralen and Sluyter@6# and
Hahne and Feurstein@7#.

Through a review of the published results, it can be concluded
that in this context a study of tubes with a vertical orientation is
rarely found. Although Chun and Kang@5# offered some results
for vertical tubes, a more detailed analysis is warranted. The
present study is aimed at the determination of diameter effects on
nucleate pool boiling heat transfer for a tube with a vertical ori-
entation. The experimental results are compared with the well-
known Cornwell and Houston’s correlation to verify its applica-
bility to vertical tubes.

Experiments
A schematic view of the present experimental apparatus is

shown in Fig. 1. The water storage tank is made of stainless steel
and has a rectangular cross section~7903860 mm!and a height of
1000 mm. This tank has a glass view port~5953790 mm!which
permits viewing of the tubes and photographing. The heat ex-
changer tubes are simulated by resistance heaters made of stain-
less steel tubes. The outer surface of the tube~for the case,D 5
19.05 mm!was instrumented with five thermocouples. The ther-
mocouple tip~about 10 mm!is bent at a 90 deg angle, and the
bent tip is brazed onto the tube wall. The first and the fifth ther-
mocouples are placed at 115.25 mm from the ends of the heating
element and the spacing between the other thermocouples is 75
mm. The temperature of the water is measured with five thermo-
couples that are located 20, 30, 160, 460, and 760 mm from the
tank bottom.

The water storage tank is filled with water until the initial water
level reaches 730 mm. The water is then heated using pre-heaters
~for this case, three 3.5 kW electric heaters!. When the water
temperature reaches the saturation value~i.e., 100°C since all the
tests are run at atmospheric pressure condition!, it is boiled for 30
minutes at this saturation temperature (Tsat) to remove the dis-
solved air. The power supply to the pre-heaters are shut off and
the temperatures of test tube surface are measured when they

Table 1 Previous works about tube diameter effects on pool
boiling heat transfer

Fig. 1 Schematic Diagram of the experimental apparatus „a… overall arrangement; „b… water storage tank and heated tube
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reach steady state. Measurements are repeated while controlling
the heat flux~q9! on the tube surface with input power~q!. In this
manner a series of experiments has been performed for various
combinations of tube diameters~D 5 9.7;25.4 mm!, surface
roughness~«515.1;60.9 nm!, and dimensionless lengths~H 5
11.81;30.93!. The uncertainties~errors in measurement, instru-
ments, and in the specification of environmental conditions! of the
heat flux and surface roughness are estimated to be61.0 percent
and65.0 nm, respectively. The uncertainty in the measured tem-
perature is estimated to be60.7°C including errors from thermo-
couple compensation~60.1°C!, multiplexer reading~60.1°C!,
and thermocouple sensing~60.5°C!.

The heat flux from the electrically heated tube surface is calcu-
lated from the measured values of the power input as follows:

q95
q

A
5

VI

pDL
5hb~Tw2Tsat!5hbDT, (1)

whereV and I are the supplied voltage~in volt! and current~in
ampere!, andD andL are the outside diameter and the length of
the heated tube, respectively. The tube surface temperatureTw
used in Eq.~1!, on the other hand, is the arithmetic average value
of the temperatures measured by thermocouples brazed onto the
tube surface.

Experimental data was obtained as the heat flux changed~i.e.,
increase or decrease!. After sufficient~more than six times!series
of experiments were carried out for a given condition, data sets for
heat flux changes were depicted ashb versusDT curves. From the
graphs, it was concluded that there was no visible hysteresis due
to heat flux increase and decrease, and sets of data for increasing
and decreasing heat flux are combined together in the present
study.

Results and Discussion
With a vertical tube, the boiling mechanism on the tube surface

is different from that for a horizontal tube. The effect of tube
orientation on boiling heat transfer must be considered before ana-
lyzing tube diameter effects. One of the most important param-
eters to be considered for vertical tubes is the tube length@2#. In
Chun and Kang’s analysis@5#, the focus was on the development
of empirical correlations; the relation between tube length and
heat transfer coefficients was not analyzed in detail. The effect of

vertical tube length on pool boiling heat transfer was first inves-
tigated by Kang@2#. According to the results, there exists a rela-
tion between the boiling heat transfer coefficient and the dimen-
sionless tube length of the formhb}1/H0.072. The experimental
data for the heat flux versus tube wall superheat (DT5Tw
2Tsat) have been corrected in advance to remove length effects.
Boiling heat transfer coefficients (hbc) have been evaluated for
the tubes using the correlation suggested by Kang@2#. For the
case, the standard value used for correction is H5 27.85. Figure
2 shows the ratio between the calculated and the corrected heat
transfer coefficients versus the dimensionless tube length. In the
figure, specific values for heat transfer coefficients are suggested
according to the tube diameters used in the experiments.

Figure 3 shows the corrected nucleate pool boiling heat transfer
coefficient versus wall superheat for various vertical tubes with
different surface roughness. Figures 3~a! and 3~b!show the results

Fig. 2 h bc Õh b versus H to include tube length effect

Fig. 3 The corrected heat transfer coefficient versus wall superheat for various vertical tubes with different surface
roughness: „a… smooth surface „« Ä 15.1 nm…; „b… rough surface „« Ä 60.9 nm…

402 Õ Vol. 123, APRIL 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



for the smooth tube~i.e., « 5 15.1 nm!and the rough tube~i.e., «
5 60.9 nm!, respectively. The general trend is similar to those of
horizontal tubes. The heat transfer coefficient decreases as the
tube diameter increases. For the rough surface case, as shown in
Fig. 3~b!, 162 percent increase in tube diameter~i.e., from 9.7 to
25.4 mm! results in 59 percent increase in tube superheat~i.e.,
from 5.8 K to 9.2 K! for an heat transfer coefficient of 10
kW/m2-K. Although the effect of tube diameter on pool boiling
heat transfer shows similar trend, the magnitude ofDT to achieve
the samehbc is different. In other words, the difference between
tube superheats for the different diameters~i.e., 9.7 and 25.4 mm!
depends on the tube surface condition. Ifhbc 5 8 kW/m2-K, the
difference between tube superheats forD 5 9.7 and 25.4 mm is
about 2.5 K for smooth conditions. This difference increases to
3.4 K for the same tube diameters if rougher tubes were selected.
Once a tube diameter has been increased from 9.7 mm to 25.4 mm
~i.e., 162 percent!, the corrected boiling heat transfer coefficient
for rough surface decreases from 10 kW/m2-K to 1.5 kW/m2-K
~i.e., 85 percent!with DT 5 6.0 K. The main causes for the
decrease in the heat transfer coefficient with the increase in the
tube diameter are due to the formation of bubble slugs and rapid
convective flow in the vicinity of top regions of the tube. If the
tube diameter is increased, more bubbles are generated, and these
bubbles form bubble slugs which prevent sufficient liquid access
to the heating surface. The bubble slugs also generate a very rapid
convective flow on the tube surface due to buoyancy and prevent
the generation of fully developed bubbles on the surface. Al-
though the slugs agitate the liquid to increase heat transfer, the
effect is relatively small in comparison to the effects of two-heat
transfer, the effect is relatively small in comparison to the effects
of two-heat transfer decreasing mechanisms. The net effect of an
increase in tube diameter is to decrease heat transfer coefficients.

Since more bubble generation is expected for a rougher surface,
greater decrease in the heat transfer coefficient is to be expected.

The experimental data for vertical tubes are compared with val-
ues calculated using Cornwell and Houston’s correlation as shown
in Fig. 4. As shown in the figure, several data points for the
smooth, medium, and rough surface conditions show good agree-
ment with the correlation. For a statistical analysis, the calculated

Fig. 4 Comparison of the present experimental data for vertical tubes with Cornwell and Houston’s empirical
correlation

Fig. 5 Calculated heat transfer coefficient versus measured
heat transfer coefficient for vertical tubes
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heat transfer coefficients were compared with the measured heat
transfer coefficients and the results are shown in Fig. 5. This fig-
ure indicates that the standard deviation of the error~i.e.,
hbc,measured2hb,calculated) is 0.93. The scatter of the present experi-
mental data is between120 percent and220 percent, with some
exceptions, from a curve fit of Cornwell and Houston’s correla-
tion. The scatter in the present data is of similar magnitude to
those found in other existing pool boiling data. Although Corn-
well and Houston’s correlation has been developed for horizontal
tubes, its application to vertical tubes~based on the present ex-
perimental data!can be said to be reasonable.

Conclusions
An experimental parametric study with vertical tubes has been

carried out for saturated water at atmospheric pressure to deter-
mine the effects of tube diameter on nucleate pool boiling heat
transfer. Based on this study of various tube diameters~D 5 9.7
; 25.5 mm!, surface roughness~« 5 15.1 ; 60.9 nm!, and di-
mensionless lengths~H 5 11.81; 30.93!, following conclusions
can be drawn:

1 The heat transfer coefficient decreases as the tube diameter
increases and the trend is more notable with a rougher sur-
face.

2 The experimental data is in good agreement with the Corn-
well and Houston’s correlation within a620 percent scatter
range.

Nomenclature

A 5 heat transfer area
D 5 tube outer diameter
H 5 dimensionless tube length~L/D!
hb 5 boiling heat transfer coefficient

hbc 5 modified boiling heat transfer coefficient
I 5 supplied current
L 5 tube length
p 5 fluid pressure

pc 5 critical pressure
pr 5 pressure ratio (p/pc)
Pr 5 Prandtl number
q 5 input power

q9 5 heat flux
Tsat 5 saturated water temperature
Tw 5 tube wall temperature
DT 5 degree of superheat of the heating surface (Tw2Tsat)

V 5 supplied voltage
« 5 average tube surface roughness in rms value
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An experimental study was conducted on the heat transfer char-
acteristics of flow through a porous channel with discrete heat
sources on the upper wall. The temperatures along the heated
channel wall were measured with different heat fluxes and the
local Nusselt numbers were calculated at the different Reynolds
numbers. The temperature distribution of the fluid inside the chan-
nel was also measured at several points. The experimental results
were compared with that predicted by an analytical model using
the Green’s integral over the discrete sources, and a good agree-
ment between the two was obtained. The experimental results con-
firmed that the heat transfer would be more significant at leading
edges of the strip heaters and at higher Reynolds numbers.
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Introduction
The demand for execution speed and memory capacity for

modern computers causes the increasing circuit density per chip
and high power dissipation per unit volume@1#. For reliable op-
eration, the temperature of electronic package must be below the
manufacturer’s specification, and some electronic devices require
the more uniform surface temperature distribution among the
chips or within the devices@2#. With the large increase in heat
transfer rate, it was proposed by several researchers to use the
channels packed with high-conductivity porous or fibrous material
as an effective alternative way to enhance heat transfer. Koh and
Colony @3# analyzed the temperature distribution in a channel
packed with porous materials. Their results showed that the wall
temperature and the temperature difference between the wall and
the coolant were drastically reduced by inserting a high-
conductivity porous material in the channel. Hwang and Chao@4#
utilized porous channels filled with sintered bronze beads to en-
hance forced convective cooling for potential application to elec-
tronic cooling. It was found that forced air heat transfer coefficient
could be increased from 0.01 to 0.5 W/cm2 °C using porous heat
sinks with particle diameter of 0.72 mm. Based on the Brinkman-
extended Darcy model, Kaviany@5# studied the behavior of forced
convection in a porous channel bounded by isothermal parallel
plates. It was indicated that the fully developed velocity profile
changes gradually from parabolic to uniform as the Darcy number
decreases, and the entrance length decreases linearly with the de-
crease of the Darcy number. Vafai and Kim@6# investigated the
fully developed forced convection in a porous channel bounded
by parallel plates with a constant heat-flux boundary condition
and obtained analytical solutions for velocity and temperature
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fields. It was shown that for a high permeability porous medium
the thickness of the momentum boundary layer depended on both
the Darcy number and the inertia parameter, while for a low per-
meability porous medium, the inertia effect was weak and the
momentum boundary layer depends only on the Darcy number.
The velocity profile in a low permeability porous channel can be
approximately assumed to be uniform across the channel. Hung
and Tien@7# investigated the effects of thermal dispersion in fi-
brous media experimentally and demonstrated that the heat trans-
fer increase by several times was achievable. Among these stud-
ies, the heat transfer of a porous channel with discrete sources was
of special interest due to its applications on cooling of electronics
@8,9#. Hadim@10# performed a numerical study to analyze steady
laminar forced convection in a porous channel containing discrete
heat sources on the bottom wall. His results were based on the
Brinkman-Forchheimer-extended Darcy model. A significant in-
crease in heat transfer rate was observed as the Darcy number was
decreased, especially at the leading edge of each heat source. He
suggested that the low permeability porous medium could be used
as an effective technique for electronic cooling.

This paper presents some preliminary results from an experi-
ment on the forced convection in a porous channel with discrete
heat sources on the top surface. The temperature along the heated
wall and the temperature distribution inside the channel were
measured for different heat fluxes and flow rates, and the local
Nusselt numbers were calculated. The experimental results were
verified with the prediction by an analytical model, and good
agreement between the two was obtained.

Experimental Setup
The experimental rig consists of a test section, a water supply

system and a data acquisition system. The test section, which had
a length of 686 mm and a cross-sectional of 70 mm by 20 mm,
was made of 20 mm thick perspex and consisted of an entrance, a
heater section and an exit. The entrance was constructed entirely
of perspex and at its end was a section of 54 mm long porous
material to ensure a fully developed flow in the measuring section.
As indicated by Hadim@10# the length of the momentum bound-
ary layer of the developing flow was shorter than the height of
porous channel H, the effect of entrance region was therefore
negligible in this experiment by placing the heater section far

away from the entrance. Duocel Silicon Carbide Foam, a kind of
fibrous porous, was used as the porous medium and the structure
under microscope is shown in Fig. 1. The material was isotropic,
uniform in pore spacing and was cut in such a way that the sides
were flush with the channel walls for a good contact. The porosity
of the Silicon Carbide Foam was 0.88. The permeability was ex-
perimentally determined of about 6.6731029 m2 and the Darcy
Number was about 1.6731025. There were 5 strip heaters
mounted on the upper wall of the heater section which was made
of teflon, shown in Fig. 1. The heaters were 15 mm in width and
were placed with intervals of 15 mm on the top of 5 equal size
copper plates which were flushed with the teflon wall to ensure a
good contact to the porous channel. A teflon plate was clamped on
the top of heaters to fasten the heaters firmly on the copper plates,
and also to provide heat insulation. In addition, a guard heater was
mounted on the teflon plate to maintain a temperature difference
between the two sides of the teflon insulation less than 0.1 degree,
so that heat loss from the strip heaters through the top teflon plate
was minimum and the heat was approximately conducted to the
porous channel through the copper plates. There were 26 thermo-
couples placed along the interface of the porous media and the
upper channel wall; the arrangement of the thermocouples is
shown in Fig. 1. Two pairs of thermocouples were located on each
strip heater and the averaged value was taken as the surface tem-
perature on heaters, and the surface temperatures between the strip
heaters were taken by the thermocouples at the center. The tem-
peratures of the inlet and outlet were measured by two thermo-
couples, and additional 5 sheathed thermocouples, which had a
diameter of 0.3 mm, were inserted inside the porous channel to
measure the temperature distribution. The exit was located far
from the heater section so that the effects of outflow boundary
condition on flow and heat transfer were negligible.

A water supply system was used in the experiment. The flow
rate of the water entering the section was measured by a rotameter
that had a factory calibrated accuracy of62.0 percent full scale.
Two pressure taps were located before and after the porous foam
and connected to pressure transducers, which measured the differ-
ential pressure across the porous medium. The output of the ther-
mocouples and the pressure transducers were transmitted to a HP-
34970A data acquisition system and processed in PC. The voltage
across the heaters as well as the current were read from J&D 1000
voltage meters and current meters and were used to calculate the
electrical power input to the heaters. For normal tests, the electri-
cal power to the heaters was adjusted to a desired level using
variable voltage transformers, while the flow rate and inlet flow
temperature were simultaneously maintained at the desired condi-
tion. The raw data were collected every 20 seconds, and the
steady state was assumed to have been reached when the variation
in the wall temperature measurements was within60.2 °C over a
period of 2 minutes. The fluid properties were based on the aver-
age flow temperature in each test. For the forced convection, the
effective thermal conductivity is a combination of the stagnant
conductivity,ko , and the dynamic thermal dispersion conductiv-
ity, kd @11,12#. The dispersion conductivity will be discussed later
on, while the stagnant thermal conductivity was obtained by per-
forming a number of one-dimensional conduction heat transfer
experiments on the porous channel which was saturated with wa-
ter. The stagnant thermal conductivityko was found about 6.74
W/mK. This was done by measuring the heat flux and the tem-
perature difference in the thickness direction, when the porous
channel was filled with water and was supplied a constant heat
flux from the upper surface. The measured thermal conductivity
was used in the analytical calculations for the comparison with the
experimental results.

An uncertainty approximation of the experimental data was
conducted using the method described in JHT@13#. The uncer-
tainty in the temperature measurement was estimated to be61°C.
The maximum percentage of errors for the channel wall tempera-
ture, the flow rate, the porous permeability and the stagnant heatFig. 1 The test section
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conductivity were estimated as67 percent,61 percent,65 per-
cent, and68 percent, respectively. Within the temperature and
flow range in the experiment, the maximum uncertainty for the
Nusselt number and the Reynolds number were 12 percent and 5
percent, respectively.

Theoretical Modeling
The temperature distribution for the forced convection in a low

permeability porous channel with a point heat source, located at
(X0 , Y0 , Z0) in the channel, was previously obtained@14# in a
form of the Green’s function,G(X,Y,ZuX0 ,Y0 ,Z0). In general, if
the geometrical distribution function of the heat sources, say
S(X,Y,Z), is known, the non-dimensional temperature field,u
5(T2Tin)/(q•H/kf), generated by the heat sources can be ob-
tained by using the Green’s integral:

u~X,Y,Z!5
1

DE E E
V

S~X0 ,Y0 ,Z0!

3G~X,Y,ZuX0 ,Y0 ,Z0!dX0dY0dZ0 , (1)

where

DE E E
V

S~X,Y,Z!dXdYdZ.

In the present experiment, the corresponding dimensionless distri-
bution function for the strip heat sources at the upper wall of the
channel is

S~X0 ,Y0 ,Z0!5d~Y021!

•H 0 2n,X0,2n11, n50,1,2,3,4.

1 2n11<X0<2n12, n50,1,2,3,4.

(2)

All assumptions of the fluid and the porous channel were the
same as for the point heat source. The channel walls were as-
sumed to be adiabatic except the portions in contact with the heat
sources. Thus the temperature distribution in the porous channel
and on the wall surface can be obtained by evaluating the Green’s
integral ~1! with the distribution function~2!. For the sake of
brevity, the calculated temperature field will be directly given in
the following discussion.

Results and Discussion
The experiments were conducted with the input heat fluxq

55 W/cm2, 10 W/cm2, and 19.5 W/cm2, and the Reynolds
number Re5250, 400, and 600. The results were presented in
terms of the upper wall temperature along the channel, the local
Nusselt numbers and the temperature field inside the porous
channel.

In order to compare experimental data with analytical predic-
tions, the same parameters for the heat, flow and the porous me-
dium, as well as the channel dimensions were used in the analyti-
cal calculation. The effect of dispersion, though it was small, was
taken into account in the present study by calculating the disper-
sion conductivity in fibrous porous@7#:

kd5rcpguxAK, (3)

wherer and cp are the fluid density and heat capacity,g is the
dispersion coefficient which has the empirically determined value
of 0.025,K is the permeability of the porous medium andux is the
flow velocity along the channel. Thus, in the bulk of porous me-
dium, the effective conductivity is equal to the sum of the stagnant
and dispersion terms,

ke5ko1kd5ko1rcpguxAK. (4)

The stagnant conductivityko was measured in the experiment.

Figure 2 shows the temperature distribution on the inner surface
of the heated channel wall for different heat flux. The triangles
and the solid circles are the measured results, and the dashed and
solid lines are the calculated temperature distributions. It is seen
that the temperature over each heater increases along the channel
in the flow direction, and over the adiabatic portions between the
heaters, the temperature decreases due to heat transfer from the
wall to the fluid flow. The overall temperature on the surface is
high for the high input heat flux. It is also seen that the predicted
temperature distributions agree well within the experimental val-
ues along the channel wall. The analytical model used in the pre-
diction was previously verified with Hadim’s@10# numerical
model for the Darcy number about 1026 @14#. The comparison
with the experiment data demonstrates that the discrepancy be-
tween the experimental results and the analytical values is also
acceptable when the Darcy number is about 1025 in the present
case. The variation of local Nusselt number for different Reynolds
numbers is shown in Fig. 3. The circles and pulses are the mea-
sured values, and the solid and dashed lines are the calculated
values. The local Nusselt number is defined as

Nu5
qH

~Tw2Tin!kf
5

1

u
, (5)

whereq is the heat flux,H is the height of porous channel,kf is
the thermal conductivity of the fluid, andTw andTin are the upper
wall temperature and the inlet fluid temperature. It can be seen

Fig. 2 The surface temperature distributions on the surface of
the heated wall at the Reynolds number Re Ä400

Fig. 3 The variation of local Nusselt number on the upper
channel wall for different Reynolds numbers. The heat flux q
Ä10 WÕcm2
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that a large Nusselt number occurs at the leading edge of each
heater and then the Nusselt number declines along the channel
wall. This is because the growth of the intermittent thermal
boundary layer starts from the leading edge of each heater and
stops in the adiabatic sections. It is confirmed, therefore, that the
heat transfer is more significant at the leading edge of each heater.
The experimental data agree with the predicted values very well.
Figure 4 shows the temperature contour in the lateral plane of the
channel, which was calculated by using Eqs.~1! and ~2! for the
temperature onX-Y plane. The dot points indicate the location of
the inserted thermal couples and the measured values are given in
the parenthesis. In general, the temperatures at the 5 thermo-
couples inside the channel are close to the predicted temperature
fields, although the discrepancies are obviously there. Since the
heads of the thermocouples are about 0.3 mm, they may give the
water temperature in the porous matrix, so that the results show
the discrepancies which are generally lower than the predicted
values. It is also seen that the temperature distributions are sensi-
tive to the Reynolds numbers; the higher Reynolds number, cor-
responding to a stronger forced convection, will result in a lower
wall temperature profile.

Conclusions
The heat transfer in a porous channel with discrete heat sources

on the upper wall was experimentally studied and the results were
presented. The temperature distributions and the local Nusselt
numbers were measured along the upper channel wall, as well as
the temperatures inside the porous channel. The results were com-
pared with the predictions from an analytical model and it was
demonstrated that they agreed with each other in general. The
experimental results confirmed that the heat transfer is more sig-
nificant at leading edges of the strip heaters and at higher Rey-
nolds numbers. The results presented in this work may be useful
in further study on the heat transfer in low permeability porous
channels with discrete heat sources.
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Fig. 4 The temperature contour in the vertical plane predicted
by the analytical model and the temperature measured inside
the porous channel
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Introduction
Solidification and melting of materials under forced flow con-

ditions has been the subject of many investigators@1# due to po-
tential applications in manufacturing processes such as extrusion,
freezing of water~and other liquids!in pipes, low-temperature
viscometers, shear-plate squeeze film dampers in machine tools
@2#, and others. Such fluids exhibit Newtonian as well as non-
Newtonian behavior@3#. However, fluid flows that exhibit Couette
or Couette-like behavior such as purely shear-driven flows and
near-wall turbulent flows in the presence of phase change~melting
or freezing!have scarcely appeared in the literature. One particu-
lar application has been in crystal growth whereby researchers
have investigated the effects of coupling of parallel shear flows to
directional solidification@4#. While most of the studies on parallel
shear flows with solid-liquid phase change have been experimen-
tal in nature, few have been treated theoretically. For example,
Huang@5# studied analytically the incipient Couette flow problem
and derived a closed-form solution for one-dimensional melting of
the semi-infinite solid region by a hot moving wall. A combina-
tion of the similarity technique and Green’s function was used in
obtaining solutions for the melting of large Prandtl number fluids.
The author noted that the shear stress within the melt layer de-
creased as a function of the square root of time as the melt layer
thickens. However, the opposite effect is expected to occur with a
solidifying Couette flow.

In this note, an analytical solution is presented for one-
dimensional freezing of laminar Couette flow within a finite pla-
nar region with viscous dissipation in the low Stefan number
limit. A closed-form expression for the instantaneous location of
the solid-liquid interface is derived. In addition, expressions for
the Nusselt number at the solid-liquid interface, dimensionless
power density~or shear stress!, and dimensionless solid-liquid
interface re-melt or steady-state location are all derived as a func-
tion of pertinent dimensionless parameters. Several classical re-
sults are obtained in the appropriate asymptotic limits.

Problem Formulation
Consider the one-dimensional region of thicknessL shown in

Fig. 1. The motion of the liquid, assumed to be laminar, is shear-
driven by a flat plate~on top!moving at constant speedV. The top
flat plate is modeled as an adiabatic surface, and the liquid is
considered an incompressible, Newtonian fluid. With the liquid
initially at or above its fusion temperature (Tm) according to a
prescribed distributionTl5Tl(y,t,0), the bottom surface is sud-
denly exposed to a fluid whose temperature (T`) is maintained
below the liquid’s fusion temperature. This induces the motion of
a freeze front that propagates towards the top flat plate.

Upon introducing the following dimensionless parameters into
the describing one-dimensional momentum and energy equations,
including viscous dissipation,

Y5
y

L
, D5

d

L
, U5

u

V
, u5

T2T`

Tm2T`
, t5

t

L2/as

Br5
V2Pr

cl~Tm2T`!
5

mV2

kl~Tm2T`!
, Pr5

mcl

kl
, g5

kl

ks
,

Bi5
hL

ks
, Ste5

cs~Tm2T`!

hs f
, (1)

wheret is the Fourier number, Br is the Brinkman number, Pr is
the Prandtl number, Bi is the Biot number, and Ste is the Stefan
number, the classical steady-state, linear Couette flow solution for
the velocity distribution in the liquid region@6# is modified or can
be derived as~assuming no-slip conditions at the solid-liquid
interface!

U~Y,t!5FY2D~t!

12D~t! G . (2)

Subsequently, the solutionU(Y,t) is used to determine the di-
mensionless temperature distribution in the liquid region via the
dimensionless energy equation, i.e.,

v
]u l

]t
5

]2u l

]Y2 1BrS ]U

]Y D 2

, (3)

or, by using Eq.~2!,

v
]u l

]t
5

]2u l

]Y2 1
Br

~12D!2 , (4)

wherev5as /a l . Eq. ~4! is subject to the initial condition

u l~Y,t50!5BrFY2
Y2

2 G11 (5)

and boundary conditions

]u l

]YU
Y51

50 (6a)

u l~Y5D1,t!51. (6b)

Integrating the quasi-steady form of Eq.~4!, subject to Eqs.~6a!
and ~6b!, gives

u l~Y,t!5
Br

~12D!2 F1

2
~D22Y2!1~Y2D!G11. (7)

The transient term in Eq.~4! is neglected due to the low value of
the liquid-side Stefan number, which is explained as follows.
First, it is observed that the maximum liquid temperature,Tmax, is
at the adiabatic boundary (Y51), which reduces Eq.~7! to

u l max511
Br

2
, (8)

whereu l max corresponds tou l evaluated atTmax. Now, the liquid-
side Stefan number is defined as

Stel5
cl~Tmax2Tm!

hs f
. (9)

Then, using the definition of the solid-side Stefan number@Eq.
~1!#, the ratio of liquid-to-solid-side Stefan number can be ex-
pressed as

Stel

Stes
5

cl

cs
S Tmax2Tm

Tm2T`
D5

cl

cs
S Tmax2T`

Tm2T`
21D5

cl

cs
~u l max21!.

(10)

Using Eq.~8!, this ratio reduces to

Stel

Stes
5

cl

cs
S Br

2 D . (11)

In this study, the Brinkman number will be of order unity or
several orders of magnitude less than unity while the liquid-to-
solid specific heat ratio will remain of order unity. As a result, the
liquid-side Stefan number will always be of the same order of
magnitude or less than the solid-side Stefan number. In what fol-
lows, the solid-side Stefan number is assumed to be small but

Fig. 1 Schematic model of planar Couette flow region under-
going solidification
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non-vanishing, which also applies to the liquid-side Stefan num-
ber. Therefore, the sensible heat contributions on both the solid
and liquid sides are neglected. Alexiades and Solomon@7# show
that when the Stefan number is less than 0.1, the quasi-steady
approximation gives excellent results.

The dimensionless one-dimensional temperature distribution in
the solid region is described by the heat diffusion equation, ex-
pressed in dimensionless form as

]us

]t
5

]2us

]Y2 (12)

subject to the initial condition

us~Y,t50!5BrFY2
Y2

2 G11, (13)

which cannot be satisfied under quasi-steady conditions. The cor-
responding boundary conditions are given by

]us

]YU
Y50

5Bius~Y50,t!,t.0 (14)

us~Y5D2,t!51,t.0 (15)

and the Stefan condition is given by@7#

]us

]YU
Y5D2

2g
]u l

]YU
Y5D1

5
1

Ste

dD

dt
. (16)

In order to obtain an analytical solution to the present problem as
formulated, solidification is assumed to progress in a quasi-steady
manner, which is valid at low Stefan numbers. Therefore, the
solution to the quasi-steady form of Eq.~12!, subject to Eqs.~14!
and ~15!, is

us~Y,t!5
Bi211Y

Bi211D
(17)

As a result, the Stefan condition becomes

1

Bi211D
2

gBr

12D
5

1

Ste

dD

dt
, (18)

which is separated and cast in the following form:

E
0

D Bi211~12Bi21!D82D82

12gBrBi212~11gBr!D8
dD85SteE

0

t

dt8. (19)

Integration of Eq.~19! gives an analytical solution to the instan-
taneous freeze front location as a function of several dimension-
less parameters, i.e.,

H F2

C32
l

C22
12l

C J lnF uF2CD~t!u
uFu G1

1

2C
@D~t!#2

1S F

C22
l

C DD~t!5Ste•t (20)

where

F512g•Br•Bi21, C511g•Br, and l512Bi21.
(21)

Note that as the freeze front moves towards the top flat plate,
the shear stress and, hence, the amount of viscous dissipation
increases, which increases the liquid-side heat flux at the solid-
liquid interface. Consequently, the solidification rate decreases
and eventually reaches zero~steady state!when the liquid-side
heat flux exactly balances the solid-side heat flux. If any addi-
tional energy is added to or is generated inside the liquid region
~due to, for example, suddenly increasing the plate speed!, re-
melting of the solid will occur and the solid-liquid interface will
begin to recede. The mathematical equivalent of this re-melt or
steady-state condition can be expressed as

1

Bi211Dss
2

gBr

12Dss
50⇒Dss5

12gBrBi21

11gBr
5

F

C
. (22)

Within the framework of the present model, there are some other
quantities of interest, namely the Nusselt number at the freeze
front, i.e.,

Nu5
hL

kl
5

q9L

kl~Tmax2Tm!
5~u l max21!21

]u l

]YU
Y5D1

5
2

12D~t!
,

(23)

and the power or power density required~which is a function of
the shear stress!to maintain the plate in motion at constant speed,
given by

P5VE ty5LdA5VAm
]u

]yU
y5L

⇒p95
P

A
5Vm

]u

]yU
y5L

5
mV2

L

]U

]YU
Y51

⇒ p8

mV2/L
5

1

12D~t!
. (24)

Note that Eqs.~23! and ~24! are related by

Nu

2
5

p9

mV2/L
5

1

12D~t!
(25)

and when Eq.~22! is substituted into Eq.~25! to obtain steady-
state values, the expression

S Nu

2 D
ss

5S P9

mV2/L D
ss

5
11~gBr!21

11Bi21 (26)

results.

Results and Discussion

Asymptotic Limits. The solution given by Eq.~20! reduces
to a few classical solutions when certain asymptotic limits are
approached. For example, as the Brinkman number approaches
zero (Br→0), in which the liquid medium is everywhere station-
ary, the parametersF andC both approach unity~F→1 andC
→1!. As a result, the solution expressed by Eq.~20! reduces to

D~t!5F S 1

BiD
2

12•Ste•tG1/2

2
1

Bi
, (27)

which is the non-dimensional form of the quasi-steady solution
found in Alexiades and Solomon@7#. Furthermore, if the Biot
number approaches infinity (Bi→`), which is the isothermal
limit, then Eq.~27! becomes

D~t!5@2•Ste•t#1/2. (28)

Equation~28! equals the exact Neumann solution when the pa-
rameter in the transcendental equation of Neumann’s solution is
approximated by (Ste/2)1/2, which is valid in the limit of low
Stefan numbers. Note that Eq.~28! can also be deduced from Eq.
~20! since as Bi→̀ , the parameterl→1 ~still with Br→0! and
only the quadratic term on the left-hand side remains, and Eq.~28!
is obtained directly. The solution given by Eq.~20! also reveals
another asymptotic limit. As the freeze front locationD ap-
proachesF/C(D→F/C), which is the steady-state condition ex-
pressed by Eq.~22!, the product (Ste•t) approaches infinity
(Ste•t→`), which is consistent with the steady-state limit. This
is mathematically justified since it can be shown that when Eq.
~20! is multiplied byC3, whereC is always positive, the result-
ing quantity pre-multiplying the logarithmic term is always nega-
tive, i.e.,

V5F22lC2~12l!C2

52gBr@113Bi211gBrBi21#1~gBrBi21!2,0. (29)
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The parameterV is always negative because the quantity
(gBrBi21) is required to be less than unity (gBrBi21,1) for
physically realistic results. This less than unity condition can also
be expressed as

gBr,Bi, (30)

which is most evident in Eq.~22!. Therefore, ifgBr.Bi, then
Dss,0, which is physically unrealistic. Furthermore, the physical
interpretation given to Eq.~30! is that the amount of viscous dis-
sipation should always be smaller than the amount of convective
heat removal.

Graphical Representation of Solutions. Shown in Fig. 2~a!
is the temporal development of the solid-liquid interface location
and solid-liquid interface Nusselt number~or power density!, both
normalized with respect to their steady-state values. Solutions are
presented for Brinkman numbers of 0.01, 0.1, and 1. The liquid-
to-solid thermal conductivity ratio is fixed at 0.8 and the Biot
number is held at unity. The reader is cautioned not to interpret
these results as direct comparisons since each unique Brinkman
number yields a distinct steady-state freeze front location and

Nusselt number. Nonetheless, some general trends can be ob-
served. In the figure, the normalized freeze front location is shown
to increase monotonically from 0 to 1 for all representative Brink-
man numbers. It should also be noted that increasing the Brink-
man number delays the time that it takes to reach steady-state
conditions. This is due to the fact that increasing the Brinkman
number increases the level of viscous dissipation, which increases
the liquid-side heat flux at the freeze front. As a result, the effect
of viscous heating in the liquid dominates the heat conduction in
the solid, particularly at latter times, which slows down the solidi-
fication rate. In fact, the time that it takes to reach steady-state
conditions is given by the Stefan number-Fourier number product
(Ste•t) of 1.72, 2.76, and 3.8 for Brinkman numbers of 0.01, 0.1,
and 1, respectively. The corresponding steady-state freeze front
locations, which occur whenD/Dss→1, for Brinkman numbers of
0.01, 0.1, and 1 are calculated to be 0.984, 0.852, and 0.111,
respectively. The effect of heat transfer at the solid-liquid inter-
face is quantified by the Nusselt number. It is observed that when
the Brinkman number is small (Br50.01), significant viscous
heating effects are delayed until Ste•t'1.25, before which the
solid thickness is about 86 percent of its steady-state value. When
Ste•t.1.25, the Nusselt number rises significantly, signifying en-
hanced viscous heating effects. In fact, the steady-state Nusselt
number reaches approximately 0.63. For Brinkman numbers of
0.1 and 1, the increase in the Nusselt number is more gradual
~with some changes in curvature for Br50.1!, indicating in-
creased viscous heating effects at earlier times as compared to the
smaller Brinkman number. The steady-state Nusselt numbers are
calculated to be 0.675 and 1.125, respectively, for Brinkman num-
bers of 0.1 and 1.

Figure 2~b! illustrates solutions for the instantaneous normal-
ized freeze front location and Nusselt number~or power density!
for Biot numbers of 5, 20, and̀ ~isothermal cooling!. The liquid-
to-solid thermal conductivity ratio is held at 0.5 and the Brinkman
number is fixed at unity. In general, the effect of increasing the
Biot number is to increase the solid thickness. However, at the
same time, increasing the solid thickness decreases the thickness
of the remaining liquid region, which increases the amount of
viscous heating. This is evident in the figure, particularly at latter
times (Ste•t.1022), by the significant increases in the Nusselt
number for all representative Biot numbers. Therefore, at earlier
times (Ste•t,1022), heat transfer on the liquid-side of the freeze
front is not significantly affected by the growing solid layer. Note
that when the product~gBr! is much smaller than the Biot num-
ber, the steady-state freeze front location is not greatly affected by
changes in the Biot number. In this case, the lowest representative
Biot number (Bi55) is an order of magnitude higher than the
product (gBr50.5), and the steady-state freeze front location
changes from 0.6 to 0.65 to 0.66667 when the Biot number is
increased from 5 to 20 tò . Correspondingly, the steady-state
Nusselt number at the freeze front is calculated to be 2.5, 2.86,
and 3, respectively, for Biot numbers of 5, 20, and`. Further-
more, the time to reach steady-state conditions, as indicated by
Ste•t, is determined to be 1.8, 1.26, and 1.23 for Biot numbers of
5, 20, and̀ , respectively.

Conclusions
An analytical solution was presented for one-dimensional freez-

ing of laminar Couette flow within a finite planar region~with
viscous heating effects! in the limit low Stefan numbers~less than
0.1!. Closed-form expressions for the instantaneous location of the
freeze front, Nusselt number at the freeze front, dimensionless
power density~or shear stress!, and dimensionless solid-liquid
interface re-melt or steady-state location were derived as a func-
tion of liquid-to-solid thermal conductivity ratio, Brinkman num-
ber, Biot number, and Stefan number. The analytical solution
demonstrated that some classical results could be obtained in the
appropriate asymptotic limits. The results also illustrated that the

Fig. 2 Graphical representation of temporal variations in nor-
malized freeze front location and interface Nusselt number „or
dimensionless power density from Eq. „24…… for selected „a…
Brinkman numbers and „b… Biot numbers
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product of liquid-to-solid thermal conductivity ratio and Brink-
man number must always be less than the Biot number in order to
obtain physically realistic results.
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